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Abstract

In this era where the desire to always be within reach of a conication device is
larger than ever, there is a growing need for the developwietitcuits that make the
dream of this Global Village a reality. Mobility, while renméng reachable at all times,
is possible with the use of wireless communications thaetihe common character-
istic of having a limited power source in the battery. Thiksafor circuit techniques
that increase the portable electronic device autonomy. ghdri autonomy makes a
product more usable, lighter (because a smaller battegoessary), and as such more
appealing to the consumer. Systems with a higher functitgnblgher capacity and a
slick design are only possible if power consumption is reduto the minimum. Fur-
thermore, new products are developed on a regular basis. cAasequence, system
integrators and everyone working in such a competitiverenment see their time-to-
market as a small window of opportunity. All design stepsiuhe product reaches
the shop shelves have to be optimized. Usually, the firststejne engineering devel-
opment require a large percentage of this time, which hae toibimized to keep the
prices low.

The presented work covers the modeling, analysis, desfimization and IC char-
acterization of two different types of amplifiers in CMOStabie to be integrated on
a transceiver for mobile communications.

The design of a low-power, low-voltage and high efficiencyeéhstage operational
amplifier is covered in the first part. A new frequency comjp¢iogs topology is pre-
sented and analyzed in detail in terms of some of the most @moharacteristics.
Furthermore, comparison with other frequency compensatpologies, and the im-
pact of different design characteristics (compensatiahlead capacitor, optimization
emphasis, etc.) on the amplifier performance is presentéis comparison makes
it possible to see the performance of each compensatiotogpavithout the influ-
ence of external design factors by comparing all topologreger the same conditions.
Subsequently, the effect of the positioning of the poles igmdnpact on the power
consumption is addressed. Finally, the proposed frequenitypensation topology is
optimized using a computer design automation approachylsimeously at the block
and transistor level, resulting in considerable powerrsgsi

The second part details the design of a power amplifier forGB&-850 standard.
First, the class E power amplifier design methodology is m@eThe simplified state-
space model and the automated sizing allow to obtain a siarplatectural represen-
tation and a highly accurate description of the RF behawesra result, they are used
to gain insight into the circuit performances where preeigeations including circuit
parasitics are lacking. Secondly, the possibility to iasesthe supply voltage beyond
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the stated maximum supply voltage of standard CMOS lowagattechnologies is ex-
plored, with the objective of increasing the efficiency. Amally, a 850-MHz, 30 dBm
class E power amplifier designed in standard CMOS technakpggesented. Careful
analysis and inclusion of all circuit and test-board pdi@sin combination with the au-
tomated sizing methodology result in a high efficiency afrgglisized in less than one
hour of CPU time. Also, simulation results are in very gooceagnent with measure-
ments. As a consequence of this work, for a similar outputgudevel and frequency
of operation, the designed PA shows the highest efficiencg @rcuit implemented in
CMOS. Furthermore, this high efficiency is already achiefrech low output power
levels which is especially important as the power ampliahus not always working
at the maximum power level.

The two different types of amplifiers described in detailfie following pages, were
studied, optimized, designed, manufactured, and measihiéel simultaneously aim-

ing at power optimization, reduced design cycle and coshgail he two high-performance
amplifiers designed in commercial 0.35 pum CMOS technologg Itize following sum-
marized characteristics:

» Operational amplifier: with a power consumption of 275 pWi anload of
130 pF//24 K, it achieves a Unity Gain Frequency (UGF) of 2.7 MHz with
a Phase Margin (PM) of 52°. An average slew rate of 1.0 V/ussiasured. The
positive and negative settling time to 1 % final settling tiemeor is 1.4 ps and
1.0 ys, respectively.

* Class E power amplifier: a maximum Power Added EfficiencyEPaf 66 % is
measured. At a supply voltage of 2.26 V, a maximum output p@#855 mwW
is obtained for an input signal with a frequency equal to 8592M It has a
high efficiency over a broad range of output power levels aedPAE is always
greater than 60 % for values above 158 mW.
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Introduction

1.1 Motivation and Applications

Wireless communications have seen a remarkable growtheidagt years. Mobile
communications are part of our lives, so much so that it ismomto ask for some-
body’s mobile phone number. Together with microprocesandscomputers, the wire-
less market is a driving force behind semiconductor devebag, with foundries im-
proving their technologies to include extensions thateéase the performance of Radio
Frequency (RF) circuits. Smaller, lighter, with extra ftionality and with higher au-
tonomy are key characteristics to create a more attractoveyet. Manufacturers thus
sell a myriad of such devices: mobile phones, Personal@iggsistants (PDAs), mul-
timedia players, headsets, GPSs, etc. All these devicspamgversal in the developed
world that with the exception of the author of this thesissrgbody has at least one
type of battery operated wireless device.

Interest in wireless Internet has skyrocketed in recentsyeBurthermore, there is a
growing interest in sensors that can communicate with om¢han The need for an
ever increasing data traffic or simpler and cheaper deviaes &s result that standards
are both being developed or enhanced.

For this wireless world to exist, the block that ultimatetgrtsmits the signal must
necessarily be present. This circuit is commonly called &omplifier (PA). In a
wireless transmitter the task of a power amplifier is to iaseethe input signal power
to a higher power before delivering it to the antenna. Thed®uires special attention
due to its characteristics. A considerable percentageeofdtal power consumption
of a mobile device is in this block alone. If the efficiency @svltwo things happen:
more power has to be drained from the batteries and the eswearpgenerated due
to its inefficiency is transformed into heat that must be adég]y removed from the
chip. The heat in itself is a problem because it degradesitiife-time. Another con-
sequence is that a package that can dissipate heat morereffiés necessary with the
drawback that this is usually more expensive. More powesgomption also implies
that the user has to charge the batteries more frequentkinmthis less appealing. By
no means unimportant, is that this inefficiency also reguinere resources by wasting
more electricity with the consequent increase in the cospefation of the product.

Specifically in the case of mobile phones, the maximum ouytputer is usually only
transmitted in the beginning of the handshake with the basi®s or when on the road,
moving to another base station. This happens, as the mdimieepcan be instructed,

1



2 1.1 MOTIVATION AND APPLICATIONS

by the base station, to reduce its power level. The issueibdl@at commonly the
highest efficiency of the PA is only obtained when transmatiits peak output power.
It is thus desirable to achieve a high efficiency over a br@adye of output power
levels to maximize battery autonomy.

With the ever decreasing maximum supply voltage, circuiicfionality must be ex-
ecuted without performance loss. Because the supply witadinked to the output
power by P = V1, increasing the circuit current is the only way to keep thgpou

power constant. With each advance in technology, devicenggtes and metal inter-
connections become smaller, which makes it difficult to gled?As. Although in a

transceiver, it is the PA that frequently has the highestgrgage of the total power
budget, other circuits play an equally important role. Aggilters, voltage controlled
oscillators, A/D, D/A and so on, must also perform in thisiatton.

Other types of amplifiers are also required in the analogqfaattransceiver. Various
functions in it depend on how good and how efficient these dimyd function. One
of the most universal type of amplifiers is the operationapkfier (OPAMP). Two
of the most common characteristics are its high DC gain aadrédguency at which
this gain reaches the value of one. More advanced techmalogake increasing the
unity gain frequency an easier task. However, because gyswoltage is decreased,
circuit techniques, different from those used before, niesinvestigated so the DC
gain continues to be equally high. The operational amplg@nmonly works in a
closed loop with negative feedback which desensitizesitivariations in the closed
loop, if the open loop gain is high.

All wireless protocols such as the Global System for Mobi@®nunications (GSM)

for mobile phones, the IEEE 802.x for wireless local areavnsgts and short range
Wireless Personal Area Network (WPAN) which include for epéarihe Bluetootfiand

IEEE 802.15.x need in their implementation a different $einaplifiers. However, only

the previous two will be dealt with in this work.

1.1.1 Cost Reduction

Evidently, the best circuit in the world is worthless if itroet be sold because it is
too expensive. Its results can be published but the competigrb line will not profit
from it. To that end, careful selection of the technologynigortant. This is where
Complementary Metal Oxide Semiconductor (CMOS) plays e.riwl general, CMOS
performs poorly at high frequency but the potential of lasgele integration with the
high integration it provides for digital circuits and otr®rpporting analog functions,
makes is attractive for single chip solutions. The acadehiriks that this is still an
unexplored field which can originate new ideas and intargstituations. The reason
why CMOS is not used more in the industry is because desighere have mostly
used, and feel more comfortable using other technologieith Wore students with
understanding of CMOS, it is expected that this situatiolikedy to change. These
days, for applications up to a couple of GHz, a full system reality while small
blocks are already available for frequencies above 50 GHz.

Needless to say, the engineering cost can be reduced, astofgimized. By carefully



gathering important information used during sizing, adagesign can be obtained the
next time the circuit is sized. More important, this secoiathg can also occur during
or before the chip is first sent for fabrication. If more sinisteps are executed in an
automatic manner while a somehow intelligent algorithmidies the best way to go,
two advantages arise. Firstly, all the knowledge is rethin®econdly, it is possible
that a new design might even be proposed, which might turncolié more efficient.
Another advantage includes the reduction in design cyclHse designer can now
concentrate on really interesting design aspects instelaaving to guarantee that the
circuits can indeed work on all process corners.

Many variables influence the total cost: process technoltigyarea, package type and
circuit test to name a few. Cost savings can in this way beilddeby integrating. Two
advantages arise from this fact: only one package is netyemsd testing is simplified.
Furthermore, because the signal can always stay insidehipe the circuit can be
made more power efficient, hence consuming less power saitirter batteries are
required for the same performance. In the long run, moretiomality can be crammed
into silicon while having similar or increased autonomyr e final integrator, having
to deal with less chips has the advantage of saving reakestat complexity. At the
end, cost is the prevailing factor and the cheapest solofitem wins.

1.2 Research Work

The presented work deals with the analysis, simulatiorigdesid measurement of two
types of amplifiers: the operational amplifier for high-gaird low-power design and
the class E power amplifier for RF applications in the curreabile phone standards.
The work addressed in this thesis is not extensive for théobkweason that this field
is very extensive. It is nevertheless interesting to joasthtwo types of amplifiers for
two different blocks in the same final product. The remaironthis section gives an
overview of the carried out research work.

Focusing only on the CMOS technology, two different appiaas are to be explored.
While analog filters or A/D converters require amplifiers Imgvsimultaneously low-

power and low-voltage operation with maximized efficierthg amplifier in charge of

delivering a strong signal to the antenna for transmisssamecessarily a high-power
circuit. In common they have the functionality while thedtency of operation, the
power level and the constraints in their design sets thent.apa

» Multistage operational amplifiers. In the work presentedijous aspects of the
design of three stage operational amplifiers are presehigghrticular, the fol-
lowing characteristics are discussed.

— A novel frequency compensation for three stage operatiamglifiers is
presented. A detailed analysis of the different designrpaters is given
covering the small signal transfer function, Unity Gaindtrency (UGF),
Phase Margin (PM), stability and design equations.

— A method for amplifier comparison where the influence of thegensa-
tion and load capacitors is minimized. Optimization botthat block and
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transistor level can be used to further minimize the powesamption.

» Radio frequency amplifiers based on non-linear class E pawmlifier. The
following design aspects are covered in the presented work.

— A methodology to optimally design and optimize radio fregeye ampli-
fiers while accounting for the parasitic effects is presgnigis means two
things: first, the study of the amplifier topology where thausion of sim-
ple parasitics makes analytical analysis cumbersome ssilple; secondly,
the optimization for maximum efficiency of complex circuiteluding all
device and board parasitics within a couple of hours.

— The exploration of the possibility to increase the supplyage beyond the
maximum stated by the technology provider in a commerciald3Mech-
nology and later use it for a class E power amplifier desigrpdrticular,
this increase in the transistor breakdown voltage is obthinithout any
change in the already existing process flow.

As a result of this work, two amplifiers have been fabricatbdtich more details are
given in this text. A brief summary of their results is presehbelow.

» Three stage operational amplifier: It is implemented irbuér CMOS technol-
ogy. A Unity Gain Frequency (UGF) of 2.7 MHz with a PM of 52° Wwhioaded
by 130 pF//24 K is achieved. The measured average slew rate is 1.0 V/us. The
amplifier power consumption is 275 uW.

» Class E power amplifier: It is implemented in 0.35 um CMOSiexdtogy and
reaches a maximum Power Added Efficiency (PAE) of 66 %. At alsumoltage
of 2.26 V a maximum output power of 955 mW is obtained for arutrgignal
with a frequency equal to 855 MHz. It has a high efficiency avéroad range
of output power levels and the PAE is always greater than 60reiues above
158 mw.

1.3 Outline of the Work

The outline of the presented work is as follows. The first tvapters discuss the oper-
ational amplifier design while the following three chaptesser the implementation of

the radio frequency amplifier. A more detailed descriptibeaxh one of the chapters
is now given.

Chapter2 presents a detailed analysis of the novel three stage fnegwempensation.
The chapter starts with a brief introduction of the need ®msiltistage amplifiers in
the near future as a result of the supply voltage reductioiclwtiecreases the max-
imum attainable gain per stage. After this, the Nested Milempensation (NMC)
topology which is usually used as the reference for mutistamplifiers is briefly in-
troduced. Then, the proposed frequency compensation schathsome of its more
common characteristics are presented. Finally, to vaitta design procedure, the
measurement results of the fabricated operational amdifeegiven.



Chapter3 presents the method to compare various amplifier topologihese the in-
fluence of design criteria, such as the value of the compiensad load capacitors or
the transconductance, are minimized. Using the designtiegsagiven in each of the
papers where the topologies are first presented, the reseltsen given for each of the
compensation topologies, for a range of load and comp@msatipacitors. Using the
results already obtained, the small signal settling tim@ésented for each one of the
amplifiers. The second part of this chapter discusses trelpliges to further reduce
the power consumption by properly selecting the operatigtpeither at the block
or at the transistor level. Optimizations are used in thiseda explore new design
possibilities.

Chapter4 starts by briefly presenting some of the most common cladsasplifiers
that are used in RF applications. A simplified state-spaceeiaf the class E power
amplifier is given alongside with the advantages and disastdges. A new method-
ology for optimally designing power amplifiers for maximuffi@ency is then given.
A computer tool is subsequently built and used to perfornpténstudies on the basic
class E power amplifier with respect to various design Gatélio show the flexibility, a
more complex differential two stage class E power amplifieluiding circuit parasitics
is later optimized.

Chapters first discusses existing possibilities to achieve a higlakdewn voltage in
CMOS. The solutions include both circuit design and techgichl advances. Then,
follow reliability concerns and short channel effects whire enhanced for an in-
creased supply voltage operation. A novel high-voltagecstire compatible with the
most common isolation techniques used in current techieddg later given. Mea-
surements from manufactured test chips are given whereattieug low-voltage and
high-voltage structures are compared in terms of some af tharacteristics. The
chapter ends by studying the advantages and disadvanthgdsgh-voltage transis-
tor in terms of its on-resistance and total input capacamicen applied to the design
of a class E power amplifier. For better comparison, the stsdjone in the same
conditions as the one done in Chapter

Chapter6 presents the design and experimental results of an efficlass E power
amplifier implemented in CMOS technology. Designed to beleygul in the GSM-
850 standard, the architecture is first briefly describedenThhe circuit and board
parasitics are included in an optimization loop where tlo¢ hoethodology described
in Chapterd is used to maximize the circuit efficiency. The chapter enitls the pre-
sentation of the measurement results of the circuit, whecr@sult of proper modeling
of all parasitics are in excellent agreement with the sirtnoris.

Chapter7 presents the conclusions and possible topics for futuesarek.
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Positive Feedback Frequency Compensation for
Three Stage Amplifier

2.1 Introduction

Research in analog circuit design is focused on low-voltagepower battery oper-
ated equipment to be used for example in portable equipmaneiess communication
products, hearing aids and consumer electronics. A redswgeply voltage is neces-
sary to decrease power consumption to ensure a reasondieley iéetime in portable
electronics. For the same reason, low-power circuits &® etpected to reduce ther-
mal dissipation, of increasing importance with the gengeadd in miniaturization.

Advancements required by International Technology Rogdfoa Semiconductors
(ITRS), means that with current CMOS standard fabricatimtesses, circuits must
work at supply voltages as low as 1.5 MRS]. Industry and academia are research-
ing new circuit techniques that will make them operate a Woitage. To this end the
industry and the academia are doing research in new ciexhniques to enable them
to operate at this voltage. Working at lower voltages posesconstraints, especially
important for the specific case of analog design. Howevezdagtion in performance
is not desirable. Nevertheless, going to lower voltagestagider efficiencies require
innovative circuits to solve current design needs of fastewits and better perfor-
mance.

Overall cost is important as well and integration is seen psssible solution. An-
other is the use of simpler fabrication processes. CMOTta@oly is todayde facto
consumer technology, mainly due to its use for micropramassand memories. This
causes the most advanced technologies to be tailored taldigicuits. New analog
circuits and solutions that can extract the most from a aligiistom-built technology
are thus needed.

Specifically in the case of analog design, operational dmapicontinue to be fre-
quently used as building blocks for analog processing. ddisstitutes a strong motive
to do research in circuits able to operate at these low vedtalgut without decrease in
performance. Particularly at low voltages, cascoding isomger an advisable tech-
nique to achieve high gain, as stacked transistors limittlalable voltage swing at
the output. As a result the multistage amplifier is beingaes®ed as a technique to
overcome this limitation. As such, recent designs suggesessolutions for operation
at lower supply voltagesHon91, Ng99 Leu0q, higher gain Bul90, Ng99, Leu0d,
bandwidth and efficiency.
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The goal of this work is to develop a three stage amplifier &ithetter bandwidth to
power efficiency and suitable for driving capacitive loaolsdircuits that require a high
gain such as high accuragy modulators, pipeline A/D converters, linear regulators,
etc. Due to its characteristics, it is also appropriate teediarge external capacitive
loads in applications where the voltage is intrinsically.lé-or the CMOS operational
amplifier presented in this chapter, a three stage (good mmige between a high
voltage gain, complexity of the circuit and power dissipajiamplifier is developed
that offers simultaneous operation at low voltages (1.5r¥f);to-rail output swing,
high gain 100 dB) and good bandwidth to power dissipation efficiency.

The organization of this chapter is as follows. In Secfadthe single stage and mul-
tistage operational amplifiers are briefly explained. Inti®a@.3a brief review of the
three stage Nested Miller Compensation (NMC) amplifier togp is given. Then, the
Positive Feedback Compensation (PFC) amplifier and itsiéecy response character-
istic are introduced in Sectidh4. Next, the PFC amplifier and its frequency response
characteristic are introduced. Consequently, in Se@ibifollow the measured results
from a test chip fabricated and measured to show the eftawtss of the compensa-
tion scheme. Finally, the conclusion of the work shown i tthapter is presented in
Section2.6.

2.2 Operational Amplifiers

The term operational amplifier refers to an electronic éiraith two inputs (one in-

verting (-) and one non-inverting (+)) and one output. Mopedfically, the term

operational comes from the fact that they can be used in dogamputer used to
perform mathematical operations such as: sum, subtractiotiplication, integration

and so on. Although the study in this section directly fosuse a first stage with two
inputs, it is also valid for non-differential input stages.

2.2.1 Single Stage Amplifiers

Single stage amplifiers have the advantage of intrinsic &ty (Fig. 2.1). For this
reason they can be extensively analyzed and manual optioriza relatively simple.
They also feature a good ratio of bandwidth to power disgipatvhich make them
good candidates for high speed circuits. The main reasontléyare not used more
often is that they show reduced gain for the case of the sitngtesistor or reduced
output swing for the case of the telescopic amplifier. Fartéason they are commonly
replaced by a two stage amplifier for applications whereltvisgain or output swing
is inadequate.

2.2.2 Two Stage Amplifiers

For low voltage applications where high gain and/or highiagé swing is necessary the
designer usually selects a two stage amplifier. The tradgdfbwever, stability. While
the single stage amplifier is intrinsically stable, two stagnplifiers can have stability
problems. For this reason, frequency compensation isnedjulhe simplest of these
is shown in Fig2.2 The Miller capacitor applies negative feedback aroundititput
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stage, which splits the two real poles so that they remaiheseen when feedback is
applied to the amplifier. This introduces a dominant polefatguency low enough to
ensure a roll-off of 20 dB/dec in the open loop response, dovine UGF. The correct
positioning of the poles affects not only the stability (R2g3(a) but also the settling-
time (Fig.2.3(b). Miller compensation and other methods of frequency caragton
are further discussed ihfk94].

Again, if the supply voltage is low, two stage amplifiers migtill not provide the nec-
essary gain. This is especially true if gain boosting cabeatsed or the output swing
is limited by the available supply voltage. In this case thsigner must necessarily
use a three stage amplifier. These type of amplifiers aresisdunext.

2.2.3 Three Stage Amplifiers

The basic principle in the stabilization of three stage dfilepd is to assume that it has
third order Butterworth frequency response with unity gaéguency Esc92. Only
the position of the poles is taken into account under theragsan that the zeros
influence is minimal. The poles are evenly distributed orreeiof radiusw: (cut-off
frequency) in thes plane. For a third order system their relative position igegiin
Fig. 2.4. The closed loop transfer functid@(s) can be obtained from the amplifier
open loop transfer functio®,(s) with a DC feedbackfyc. It can be modeled as

Go(9)
G = ——;fge=1 2.1
© 1+ f4cGo(s) de @1)
1
= 5 N T 2.2)
1+ —)s+ - ST+ —3 S
wWe we we
1
BRI I
1+ —s| |1+ —s+ s
¢ wWe we
and, with poles at
1,3
—@c; <—§ + 7) we (2-4)

The result from 2.3) is obtained when the open loop transfer functi@®gx(s) is in the
form of
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Figure 2.2: Two stage amplifier with Miller compensation.
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Figure 2.3: Some of two stage amplifier characteristics farastage ampli-
fier with a DC gain of 1000 and a dominant pole at 1 kHz for défervalues
of the error tolerance. Each curve represents a differealtdimor tolerance.
The discontinuities are a result of the system natural faqy which occur
when response peaks or dips enter the bounded region feaisiog phase
margin [Yan9Q.
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By equating the above two second order systems, equéignand @.6), the open
loop damping ratio parametefof is 1/+/2 and the open loop undamped natural fre-
quency {no) is v/2we. With these values it is guaranteed that the amplifier opep lo
response has no peaking in the magnitude response. Ndesgha peaking around
10 % of the final value will be found in the closed loop transiersponse due to the
phase margin value.

Go(s) = (2.5)

&

(2.6)

2.3 The NMC Structure

The three stage amplifier with the NMC has been extensiveljiest [Fon91 Esc92
Per93 Ng99 Leu0Q and only a brief overview will be given. Its basic structuse
shown in Fig.2.5. The small-signal elementsn1—3), Jo1—3) andce1—3) represent,
respectively, transconductance, output conductance atpditocapacitance. It has two
compensation capacitor€y; andCn2. The load capacitor is represented®y. The
output conductancgys includes the output resistive load.

The open loop transfer function of Fig.5is rather complex. A few assumptions are
required in order to simplify it, while maintaining accuyadirst, C1, Cm2 andCyp >
Co(1—3); Second, the effect of a factor containing the output cotahee is negligible
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Figure 2.5: Block diagram of a typical NMC amplifier.

e

Figure 2.6: Schematic diagram of the NMC amplifier.

when compared to one containing a transconductance. Thsferafunction, after
simplification is

Ay (1 B %S B Cm1;CmS+ Co2) Sz)
Go(S) = m3 m2Ym3 (2'7)
<1+ i) <1+ Cm2(gms — gm2)5+ CL.Cm2 SZ>
@do Om29m3 Om29m3
where the DC gain is given by
_ 9m19m20m3 (2.8)
J01902903
with a dominant pole at
901902903
Wdo= —— 2.9
do Crm19m20m3 (@9)

The transfer function has two zeros: one in the left half eldrHP), and one in the
right half plane (RHP). The latter in module is at a lower fregcy which degrades the
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Figure 2.7: NMC pole zero diagram.

phase margin. The zeros are given by

2
Om2 Om2 Om29m3
= — 2.10
A2="oCm T \/ <2cm1) T CniCm2 (2.10)

The denominator of2.7) can be simplified, agms is usually much larger thagmp.
The determination of the compensation capacitGrs ( Cm2) comes from the fact that
the NMC amplifier has a third order Butterworth frequencypmsse with unity gain
feedback Esc92:

Qm:4<%E)CL (2.11)
m3
OIm2
qw=2<——>cL (2.12)
m3

Substituting 2.11) and .12 into the denominator of2.7) results in having a pair of
complex conjugated poles at

P2,3 = —Ims . j S

93 213
2c, ~lac, (2.13)

with the open loop damping ratig equal to ¥+/2 resulting in the pole zero diagram
given in Fig.2.7. The UGF and PM can now be determined

1
UGFnme) = Z(%T) (2.14)

PMnwme &~ 607 (2.15)
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The clear disadvantage is that the assumptiondhatis much larger thaigm, might
not be necessarily true in a low-voltage desigey0d. Also, the only possibility to
increase the UGF is to increase the transconductance afshgtage, further increasing
the power consumption. This is particularly relevant in tase of large capacitive
loads.

The NMC approach has withstood the test of time and its widetance in industry
is a prove of its longevity. A new scheme with better bandwatd slew rate to power
ratio is presented in the next section. This new compensaiithod tries to overcome
some of the preceding limitations.

2.4 Proposed Compensation

In this section, detailed analysis of the Positive Feediaaipensation (PFC) am-
plifier is presented. First, the working principle is pre®sehin Section2.4.1 This
is followed by a detailed analysis of the transfer functiorSiection2.4.2 The unity
gain frequency and the phase margin are discussed in S&ctich Next, the closed
loop transfer function in unity gain feedback is presente8éctior2.4.4which is later
used in Sectior2.4.5to derive the criteria for unconditional stability of the pglifier.
This is followed by the design equations of the proposedueegy compensation in
Section2.4.6 The influence of the compensation capacitors value on theipoon-
sumption is presented in Secti@mm.7.

2.4.1 Working Principle

With the NMC amplifier (Fig2.5), a new Miller capacitor is added for compensation
purposes for every new gain stage added. However, this npacitar reduces the
bandwidth by a factor of twoHsc92. Moreover, both capacitors load the output, and
thus, increase the power requirements for the last stagel@r to fulfill the bandwidth
and slew requirements. If capacitOg is not present, a higher bandwidth is possible,
but not without having an unstable amplifier, as now a pairavhglex poles with a
small damping ratio appear close to the unity gain frequenty circuit could be
conceived that allows to: control the damping ratio, doddaed the output and does
not increase the circuit consumption, then the peaking evbel eliminated without
reducing the bandwidth. The proposed solution for frequenmpensation is depicted
in Fig. 2.8(a)

» The feed-forward transconductangg: bypasses all but the first stage at high
frequencies to provide a direct path to the output. Conggéyiehis boosts the
bandwidth of the PFC amplifier. This block is implementechgs single MOS
transistor ¢t in Fig. 2.11), driven by the output of the first stage and connected
to the output node. By using this approach to implenggy, it is ensured that
there is no increase in power consumption and silicon areawbmparing it to
the NMC [Esc92 counterpart.

A positive feedback arounghy, allows effective control of the damping ratio of
the complex poles, and capacit@, (2.27) fulfills this condition. This capacitor



2.4.2 Small-Signal Transfer Function 15

\A A ‘
Vin O 1 O s l Vou
901 % C, 902 % Co2 903 % Co3 C,

i

(a) Block diagram of the proposed PFC amplifier.
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(b) Equivalent small-signal circuit of the PFC amplifier.

Figure 2.8: The PFC amplifier.

is significantly smaller tha@;1, and thus, does not limit the slew rate of the first
stage. As an extra benefit, a LHP zero is created which helpsgroving the
phase margin.

Thegm, feed-forward has been widely used to maximize the amplifiedividth Esc92
Per93 You97 and will be used here as well, but to the authors knowledgeistthe
first amplifier to exploit the positive feedback to controé thamping ratio in a three
stage amplifier.

2.4.2 Small-Signal Transfer Function

Referring to Fig.2.8(a) the small-signal elementni—3), Joc1—3) andce(1—3) rep-
resent transconductance, output conductance and outpatitance respectively. The
two compensation capacitors are represente@fyandCyp. C is the load capacitor.
The output conductanagg includes the output resistive load.

With the purpose of having symmetrical current capabititthie output stage of Fig.11
and noting thatinz andgm ¢ are in the same branch, both transconductances ir2 FB¢a)
are set to have equal valuegn = gms. The small-signal circuit is thus simplified to
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the one presented in Fig.8(b)
The nodal equations that describe the amplifier are given by

—0m2V1 + Vogo2 + VoSG2 + (V2 — V1)sCn2 = 0 (2.16)

{ Om1Vin + Vido1r + V1SG1 + (V1 — Vout)SCn1 + (V1 — V2)sCr2 =0
Om3V2 + Voutdo3 + VoutSCL + OmaV1 + (Vout — V1)sCny =0

After grouping the terms, the previous system of equatism®w given by

(Go1 + Gy V1 —sGm2V2 —SCGniVout = —0GmVin
(Om2 +SCn2)V1  —(Qo2 + sChv,) V2 =0
(Om3 —sGm)V1 +0m3V2  +(go3 + SCavpy)Vour = 0O
(2.17)
where for simplicity the following parameters have beenrdafi
Chvy = Co1+Cmi+Cm (2.18)
Chv, = Co2+Cm (2.19)
Covowu = CL+Cm (2.20)

The transfer function can now be calculated for the arramgeiof Fig.2.8 The trans-
fer function of the open loop gain is quite long but has theegalform of

r(-2)(-2)
Gol(s) = 5 R
<1+ —> <1+ 2§0<_) S+ <—2) Sz>
Wdo Wno Wno

After simplification of .17) without loosing accuracy, it can be expressed by

(2.21)

2
Ao (1+ CmZS_ leCmZSz)

Go(S) = Om2 Im29m3
<1 n i) (1 n Cm2(20m3Cm1 — ngCL)S n CL(Cm2 — Co2) 82>
Wdo Om29m3Cm1 Om29m3

(2.22)

During the derivation of the above equation, it is assumett th) Ci1, Crnz andCy
> Co(1—3); 2) in a polynomial, the effect of a factor containing themuttconductance
is negligible when compared to one containing a transcdaadge, and 3L >Cpy,
sz.
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After simplification, the DC gain is given by

_ Om19m29m3 (2.23)
J01902903
with a dominant pole at
901902903
Wdo = —/—4————— 2.24
do Crm19m20m3 ( )

The overall transfer function includes two zeros: one LH® zsd one RHP zero. The
latter will have a value one order of magnitude higher thanWiGF, minimizing the
degradation in the phase margin; a value greater but closedono for the zero in the
LHP enhances the overall phase margin. The convenienidocat the zeros

Om3 Cm1 Om2
Zi2=—)|1F . /1+ —— 2.25
L2 (le> ( i Cm2 9m3> ( )

significantly improves the overall stability of the amplifie

The determination of the values for the second-order systethe denominator of
(2.22 follows the assumption that the amplifier has a third ordgt&worth frequency
response in a unity gain feedback configuratiesd92. Although the previous method
does not take the zeros’ effect into account, due to theanadstofz; close to the UGF,
its effect is included. As a result, after positioning thengbex conjugated poles, the
zeros are thereafter considered. By comparing the dendonio&(2.5) and @.6) with
(2.22 the following set of equations can be written

2%, 11 Cma(2gmsCmi — gm2Cu)
®no Wc Om20m3Cm1 (2.26)
11 CLCmz—Co2)
wﬁo B 260% B Om29m3

from which the following open loop parameters are obtained

_ Im3Cm1(2Cm2 + Co2) — Om2Crm2(CL + Cma)
2Cm1+v/Im20m3CL (Cmz + Co2)

Om29m3
= | — 2.28
@no V CL(Cm2 + Co2) (2.28)

and the pole zero diagram drawn as shown in Eif.

%o (2.27)
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Figure 2.9: PFC pole zero diagram.

2.4.3 Unity Gain Frequency and Phase Margin

During the derivation of the UGF, the influence of the zerdn Fig. 2.9 cannot be
overlooked as it is less than this value. This causes andseren the PM and an
underestimation of the unity gain frequency if the simplaa&®nUGF = gm1/Cm1
is used. Consequently, not only the DC gain and the domiraathut alsaz; andwne
in (2.21) must be used to obtain an accurate equation. FiaPYto (2.28), the unity
gain frequency of the PFC amplifier can be found to be

Om1
Fogdm
UGF =ac UGF=1.46X(%>

ml

. (2.29)
UGFZbZ—ﬁwno UGF = 0.875x wno

wherea andb are corrective values to the common equationi29), necessary to
take the zera; influence into account.

Solving the previous system with the result frot128 in order to obtain UGF as a
function of the circuit's small-signal parameters

UGFpre) = <gl11>x1.46 (2.30)
m
7 Im39m2
= L/ Gmsfmz 231
8V CL(Cm2 + Co2) (231)
1 /0dms
= = (9ms 232
4( 22 ) xp (2.32)

PMprc) ~ 60° (2.33)
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where

7 | { 9m2 CL

b 2\/<9m3> (Cm2+002> (239
If (2.14) with (2.32), equations describing the UGF of both the NMC and PFC are com
pared, it is seen that@factor appears. Referendegu0q uses this relation to justify
that this criteria can be used to measure the bandwidth eprent over the NMC. On
the contrary,8 only indicates a relation between the transconductancéseobutput
stage for both topologies. TG F of an amplifier depends on the relative position of
all poles and zeros, and not only on the relation betweenrane¢onductance. Never-
theless, if the prevailing source of power dissipation iraeplifier is the output stage,
as indicated byZ.34), maximizinggm2 with respect tagmz and minimizing parasitic
capacitors at the output of the second stage makes thisagspraore efficient. In ap-
plications where one needs to drive large capacitive lahdsyalue ofg can be large
since it is proportional tq/C_, making the PFC more efficient than the NMC.

2.4.4 Closed Loop Transfer Function

The analysis can be further extended and the derivationeotlbsed loop transfer
function obtained which, assuming a DC feedbdgk is

Go(s)

GO = T 4Go®

(2.35)

The above result can also be written with the explicit intlara of the closed loop
parameters: dominant pole(), undamped natural frequenay{) and damping ratio

parametery)
A(l—i— —ZS> <1+ —Zs>
G(s) = L 2
(1+ S ) <1+ 2((—1 ) s+ (—12> sz>
wd wn w{

After manipulation and simplification an approximated $iolu for the small-signal
open loop transfer function ir2(35 is calculated as

A<1—|— 3) (1+ 3)
G(s) = Al 3

14 Cma n Crm2(2gmsCrm1 — gm2CL) n CmCL (Cma — Co2) 3
Om1 Om19m29m3 Om19m29m3

(2.36)

(2.37)

One of the uses of the above equation is the determinatidreadtstem stability which
is done in the next sub-section.
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2.4.5 Stability Analysis

The linear system given b(22 can have its stability determined without the explicit
solution of the closed loop characteristic equation ushrgRouth-Hurwitz stability
criterion [Dor04. The characteristic equation, representing a polynomial of the
denominator ofZ.37) can be written as

D(s) = aos® + axs® + as’ + ag (2.38)

The system is unstable if any of the coefficients are zero poditive and negative
terms exist simultaneously. Otherwise, nothing can beloded and the coefficients
should be arranged in rows and columns in the following mdttim [Dor04]:

a a

2 | a
| bi % (2.39)

L g

After substitution by the coefficient in the denominatorted tlosed loop transfer func-
tion, the above elements in the matrix are written as

&a = Cm1CL (Cm2 — Co2) 8 — Cm1
Om19m29m3 Om1
Cm2(20m3Cm1 — C
2la — m2(29m3Cm1 — Im2CL) as = 1 (2.40)
1 Om19m29m3
s | b1 = (ax—avag)/a
2l = (bag)/bs

For stability, all the coefficients in the first column of thelrRh-Hurwitz table must be
positive, i.e., it is required

Cm2 > Co2
2.41
{ 20m3Cm1 > gm2CL (2.41)

With ag equal to oneg¢; = by in (2.40. The solution from the remaining coefficient
has to be approximated as it does not have a simple représanta

(20m3 — 9m2)Cm1 > gmiCL (2.42)

2.4.6 Design Equations

Finally, all design equations can be obtained in a simple stralghtforward form.
Using (.29 the first stage transconductance is obtained. The rengpiainables are
derived from 2.27), (2.28 and @.29. After simplification they are
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Figure 2.10: Influence of the compensation capacitors ortdta power
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Using the design equations above, the stability condifwasented in sub-secti@w.5

are always verified. Electrical simulators are also useftihis situation of evaluating
possible sensitivity to element variation. The Monte Cantalysis (for all devices)
of the amplifier around each corner of the bias curren2Q %) and compensation
capacitors £ 20 %) have shown no unexpected behavior.

2.4.7 Power Optimization

With the design equations available a simple study of thegnavensumption as a
function of the different compensation capacitors valugassible. In Fig2.10is
depicted the result of such a study for a fixed load capadi®is clear, increasing the
load capacitor necessarily requires more power. A morejtidanalysis of the power
consumption and optimization is given in Chager
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Figure 2.11: Schematic diagram of the PFC amplifier.

2.5 Design of the Operational Amplifier

This section describes the implementation, layout and areagent of the PFC ampli-
fier produced in a 0.35 pm 5M2P CMOS technology. The typicadshold voltages
for the NMOS and PMOS transistors are 0.59 V and -0.57 V, imdy.

The experimental results are now presented. Firstly, thepocment sizes and layout
are presented in sub-secti@®b.1 This is followed by the test setup used to char-
acterize the amplifier performance. The measurement seatdt then presented in
sub-sectior2.5.3 In brief, the amplifier achieves a UGF of 2.7 MHz with a PM of 52
An average slew rate of 1.0 V/us is obtained while loaded Wy [dR/24 k2. With a
total power consumption of 275 pW, this proves to be the diaplivith the highest
figure of merit at the date of publication. Finally, the penfiance of the implemented
PFC amplifier is compared to that of other three stage amglifie

2.5.1 Circuit Implementation and Layout

The circuit of Fig.2.11is intended to demonstrate the proposed compensation schem
of Fig. 2.8(a) The final component sizes used are presented in Pahble

The bandwidth of the amplifier is chosen to be within the raofgibe testset for auto-
matic characterization of opamp&1i93]. The low frequency value of the UGF does
not pose significant problems to the layout. Care is takenihinmize parasitic capac-
itances in the most sensitive nodes. In general, the layootade compact without
impairing the resistive losses due to metal resistance reidsion of sufficient sub-
strate contacts for proper definition of the local ground.

A microphotograph of the PFC amplifier is shown in R2gLl2 As can been seen, most
of the area (0.03 mA) in the circuit is occupied by the compensation capacitors.
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Table 2.1: Component values used in the PFC amplifier.

| Parameter]  Unit || Value |
Cmi1 pF 15
Cm2 pF 3
MGo_10 | HM/Um 10/0.7
M11-12 | pm/pm 40/0.7
M3 16 | HM/UM 10/0.7
M14-17 pm/pm 6/0.7
M15-18 | pm/pm 11/0.7
Ma2o | HmM/pm 15/0.7
Moo | pm/pm 10/0.7
Mo1_23 um/um 2/0.7
M3 | Hm/um 15/0.7
M3; | um/um 15/0.5

*: multiplication factors of transistors

M10, M13, M1g, M3g andMzz

are 6, 3, 3, 22 and 5 respectively.

Figure 2.12: Microphotograph of the designed operationgildier.

2.5.2 Test Setup

The amplifier is to be tested both in the frequency domain ai2iG. For this purpose
the fabricated die is mounted on a DIL package that fits in gstset (5ri93]. An
external capacitor is added in such a way that the total d@pae plus the parasitic
capacitance in the testset add up to a total value of 130 p&siative load of 24 R is
also included in parallel.

The transient response is measured using the same ampifisected in voltage fol-
lower configuration. A square wave signal caused the amptdienter in slew rate,
thus making it possible to measure this characteristicrdieronot to load the amplifier,
an active probe is used for a non-intrusive measure. A dig#ailloscope is used to
record the waveform. With subsequent analysis, the sgtiline is obtained.

2.5.3 Measured Results

The results presented next are obtained using a supplygeotifa 1.5 V and a load
consisting of a 130 pF capacitor and 22 kesistor. The DC biasing current used is
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5 pA. Although an operational amplifier can be consideredséesy on its own, where
different measurements covering various aspects of thgrese possible, only the
most common characteristics are measured.

The frequency response is shown in the Bode diagram ir?El@ A UGF of 2.7 MHz
with a PM of 52 ° is measured with an HP3577A network analyzer.

The measurement of the transient response in unity gaibéséds shown in Fig2.14

and is done with a Tektronix TDS680B oscilloscope. Both thsitive and negative
slew rate is measured to be 1.0 V/us. From the figure, itisipleds see that the ampli-
fier output settles to the final value after a small transiemthis case, the positive and
negative settling time to 1 % final settling time error is 1s4gnd 1.0 ps, respectively.

A total quiescent power consumption of 275 pW is measuredis &hd the other
measurements are summarized in Tabi

2.5.4 Discussion of the Results

Considering that each amplifier has its own characterjstios\paring them requires

a figure of merit £ O M) that weighs the tradeoff between the bandwidth, load capac
itance, slew rate and power consumption. Two of them will bedu one for small-
signal Ng99 and one for large signal performandesi0Q.

UGF[MHZ -CL[pF]

FOMs = 2.47

S Power[mwj ( )

FOM_ = M (2.48)
Power[mw)

The units are shown between brackets and the average vatle ®Ris used for the
calculations. Fromd.47) and @.48) it can be concluded that the higher th® M, the
better the amplifier.

Table2.3presents an overview of multistage amplifiers availabl@é&dpen literature.
Based on measured data, both figures of merit are also givencaA be seen, the
figure of merit varies by more than two orders of magnitudeffeDént topologies
and how much emphasis has been placed on the optimizatiojustify this effect.
Another reason is the different values of the compensatapacitors, as this has a
large influenceRam03é&on the slew rate and total power consumption.

From the results presented in Talde, it can be concluded that the PFC amplifier
outperforms the NMC. Also, the proposed amplifier comparel with other topolo-
gies. As indicated by equation2.29 and .32, a higher load capacitor and smaller
compensation capacitor€41, Cmp2) will allow a higherF O Ms.

2.6 Conclusion

This chapter has presented the design and measuremerts iifsainovel operational
amplifier frequency compensation, where the damping fastoontrolled by the posi-



Table 2.2: Measured Performance.

| Parameter || Value |
Low Frequency Gain >100 dB
Unity Gain Frequency 2.7 MHz
Phase Margin 52°
Positive Slew Rate 1.0 V/us
Negative Slew Rate 1.0 Vlus

Positive Settling Time (to 1 %)|| 1.4 ps
Negative Settling Time (to 1 %) 1.0 ps

Power Consumption 275 pw
Power Supply +0.75V
Load Condition 130 pF/24 I
Area 0.03 mn?
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Figure 2.13: Measured frequency response of the PFC amplifie bump
in the frequency response is the result of the zero in LHP.
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Figure 2.14: Measured transient response of the amplifiefigured as a
unity gain follower (130 pF//24 ®).



Table 2.3: Performance Comparison of Different MultistAgeplifiers

Gain UGF Power SR| C_ FOMs FOML | Cm1 | Cm2 Technology

(dB) | (MHz) | (mw@Vdd) | (Vips) | (pF) | (MHZPEy | (VISPF) | (pF) | (pF)
MPD [Fon9] 117 3.4 0.7@1 1.1 | 100 485 157 6 6 | 3/1 GHz fr BICMOS
NMC [Esc92 100 60 76@8 20 | 100 79 26 20 6 3 GHz fr BJT
MNMC [Esc92 100 100 76@8 35| 100 131 46 11 8 3 GHz fr BJT
NNMC [Per93 — 2 10@5 15| 250 50 37 | 17.5| 5+12 1.5 pm CMOS
NGCC [You97] 100 1 1.4@2 5] 20 14 71| — — 2 um CMOS
ETC [Ng99 102 47 6.9@3 69 40 272 400 — — 0.6 um CMOS
DFCFC |Leu0q >100 2.6 0.42@2 1.32 | 100 619 314 18 3 0.8 um CMOS
NGRNMC [Pen02 100 80 7.8@2.6 56 16 164 115 | 0.43 0.6 0.35 um CMOS
AFFC [Lee033 >120 4.5 04@2| 1.49| 120 1350 447 7 3 0.8 pm CMOS
DLPC [Lee0O3h >120 7 0.33@1.5 3.3 ] 120 2545 1200 4.8 25 0.6 um CMOS
TCFC [Pen04 >100 2.85 0.045@1.5 1.04| 150 9500 3450 1.1 | 0.92 0.35 um CMOS
This work >100 2.7 0.275@1.5 1.0| 130 1276 473 15 3 0.35 um CMOS

9¢
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tive feedback capacit@y,, aroundgmy. A direct path to the output througi,+ boosts
the bandwidth without increasing the power consumptiomordasing the silicon area.

The implemented amplifier has been fabricated in a commér@& pm CMOS tech-
nology. The measurement results show that it achieves a UGF &MHz with a PM

of 52° while driving a 130 pF load. The total power consumptid the amplifier is
275 W and it occupies a total area of 0.03 fam

Theoretical analysis has been presented to support thefimgpbktability despite the
positive feedback around the second stage transcondectdieasured results have
shown good agreement with theory and no oscillations oabikty have been seen.
The presented design equations allow to quickly design giifien following the PFC
configuration. Measurements done at low-voltage show italslity for circuits si-
multaneously requiring high DC gain and high power efficieirc standard CMOS
technologies. During measurements the amplifier has prtvée working up to a
supply voltage of 1.25 V. This voltage is limited by the catreperation of the input
differential pair.

Comparing different implementations, being each one ahtdene by a different de-
signer is always a complex issue. Usually, a figure of merisid which must weight
different tradeoffs. The main difficulty is that each arebture put emphasis on a dif-
ferent topic. These can up to a certain point justify the hdifference in the values
of the figure of merit seen in Tab23. More than two orders of magnitude is seen.
It is thus unthinkable that these results bare all point iparational amplifier design.
Matters like the consequence of the multiple feedback aedH-ferward loops are com-
monly overlook. Noise, PSRR, CMRR, and settling perforneaaie not considered.
Although these aspects need to be answered when includingidbk on an applica-
tion, their analysis is lengthy and outside of the scopeisfttiesis. Nevertheless, two
common performances, the UGF and settling time are studied.

In the next chapter, theoretical analyses of the PFC, the Mhtfour other frequency
compensation topologies are sized for the same goals undal design conditions.
In this manner it is possible to avoid the influence of differeompensation and load
capacitors, as well as different optimization emphasistankdnology.
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2.6 CONCLUSION




Topology Study of Three Stage Amplifier
Frequency Compensation

3.1 Introduction

In the three stage amplifier field, the NMC amplifier is usugdlyen as the reference.
The proponents irgsc92 present reasons for the four times reduction in the banithwid
in comparison to the single stage amplifier. Each time a nagesis added, an extra
capacitor is added from the output to close the externalbf@eldloop. Since then,
different topologies have been presented that tried tocovee this limitation.

Another important factor in integration is the size. In anltistage operational ampli-
fier, compensation capacitors generally take a consideeaghbunt of the total circuit.
It is important to minimize their value to the bare minimumueed by design criteria
such as sensitivity to parameters variation, technologgedimes or stability.

Over the years numerous new topologies have been presentied open literature.
They have addressed issues like bandwidth extension, phasgn increase, better
suitability for low-power design or size reduction. The eoon characteristic of most
of them is the existence of some kind of feed-forward to camspée the bandwidth
reduction. Also, the two compensation loops existing inNivC are usually avoided
or connected in a different way.

The proliferation of all these new solutions necessitaterlgroposal of a figure of
merit. This number allowed a comparison between differesrka/ from different de-
signers. Some interesting results have nevertheless i@gpdaven for the same topol-
ogy, where results are expected to be similar, results ssima80 % have been shown
[Esc92 Leu0d. Compensation capacitors as large as the load capaciterdiso been
given [Leu0Q as well as compensation capacitors which have a consiéeualequal
value [Esc92 Lee034 Equally important is that the measurements are perforomed
different loads while not accounting for its influence on émeplifier’s efficiency.

With topologies claiming improvement over the NMC in the eraf 10 to 20 in the
bandwidth, while the NMC is known to be four times less effititnan the single stage
amplifier, this boils down to the fact that these topologiéls @@nsume between two
tenths and four tenths ([0.2, 0.4]) of the one stage amphifiethe same Unity Gain
Frequency (UGF). Furthermore, each new design is shown tofigderably smaller,
and as such, suitable for high integration in CMOS. Missiogiéver is the effect these
variations have on the amplifier's specifications. Thesectsfare visible in the data
presented in Tabl2.3.
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Without a theoretical analysis of the amplifiers under theesa@onditions, it is not
possible to say which one is undoubtedly the most efficientocknow how each
design criteria influences each performance.

This chapter intends to give a few guidelines to the desigmttre task of better choos-
ing the amplifier and throw some light on how the results inl@&d3 are possible.

In this chapter, each one of the other four compensatiomsesés first presented in
Section3.2, with some of its characteristics and the sizing equatidrigy are later
compared with the NMC structure and the Positive Feedbackpgeasation (PFC)
topology proposed in the previous chapter.

In Section3.3 a different view of the sizing procedure than the one preskit the

previous chapter, where equation are used, is given. ¥itsti NMC and PFC are
theoretically compared on some common characteristicogtithized on the block
level. Later, the PFC amplifier is fully optimized in the tsistor level.

The chapter ends with conclusions in Secti#h

3.2 Comparison to other Topologies

This section introduces the method for topology comparlsemveen three stage am-
plifier frequency compensation schemes. In sub-se@ti2rithe rules with which each
amplifier is sized are given along with the method for powdinesion. As described
next, the influence of the compensation capacitors and lapalaitor in the total power
dissipation is minimized by sizing each one of them for theesaonditions. The two
compensation topologies described in the previous chapigifour new schemes are
then compared.

In sub-sectiorB.2.2 each compensation topology is first briefly presented aretisiz
for the maximum UGF. Afterwards, in sub-secti8i2.3 the transient step response is
given for the resulting amplifier. Finally, some commentsgiven in sub-sectio8.2.4
concerning the analysis presented here.

3.2.1 Topology Comparison and Power Estimation

Performance comparison is the key point in this analysishiBae of the compensation
schemes will be optimized for the same unity gain frequeunsiyyg the same method.

The small-signal elementgmi—3), Jo(1—3) andco1—3) represent transconductance,
output conductance and output capacitance, respectizath amplifier has two com-
pensation capacitor€mi/a andCp,. The load capacitor is represented®y and the
output conductancgys includes the output resistive load.

The overall power consumption for each amplifier will be thensof all transconduc-

tances, each one of them multiplied by an integer to take astmunt its transistor
level implementation. For a folded cascode pair, a valuewillbe used: 2 branches
with the input transistors and 2 branches with the cascodpositive gain stage will

contribute 2 times. The output stage usually has only 1 braswthe output transcon-
ductance contributes only once to the power consumption.
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Table 3.1: Optimization Parameters
| Parameter]| Value |

UGF 1 MHz
PM >60°
Col 0.05 pF
Co2 0.2 pF
CL 100 pF

Considering that each amplifier has its own characterijstics\paring them requires
a figure of merit that weight the tradeoff between the bantiwitbad capacitance,
slew rate and power consumption. Two of them will be used: fonesmall-signal
(FMs) and one for large-signalF M) performance. A higher value foB(1) and
(3.2 indicates a more efficient amplifier. For different load &eifors, supply voltages
and UGF, the figures of merit have to be redefined.

FMs = 1/Power[uA/V] (3.1)
SRuA/pF]

FM|, = ———M— 3.2

L Power[.A/V] (3.2)

The equations presented in each one of the papers desceaaigtopology will be
used as dimensioning criteria in conjunction with the ojtation goals indicated in
Table3.1 For the DFCFC and AFFQG3 [Leu0( is selected so the amplifier has at
least the sam& M| as the NMC ampilifier.

3.2.2 Unity Gain Frequency
3.2.21 NMC

The Nested Miller Compensation (NMC) amplifier has beenudised in Sectio@.3.
Only the sizing equations are thus given.

Om1 = CmiUGF (3-3)
Oz = 2CmUGF (3.4)
O3 = 4CLUGF (3.5)
Power = 4gmi+ 20m2 + Om3 (3.6)

3.2.2.2 DFCFC

The structure of a Damping Factor Control Frequency Congt@rs(DFCFC) ampli-
fieris shown in Fig3.1 The DFCFC Leu0( tries to solve some of the inconveniences
found in the NMC amplifier by using a feed-forward transcoctdnce staggms to in-
crease the high frequency gain. A higher bandwidth is aelidy removingCny2 and
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Figure 3.1: The DFCFC amplifier topology.

controlling the damping ratio of the nondominant complelegdny means ofjn and
Cme- Slewing at the output is improved, as ngw can be used to implement a push-
pull output stage. Another characteristic is that the paled zeros do not depend on
Cmz. A new degree of freedongi appears. One drawback is tigyts depends on a
parasitic capacitor.

gnr1 = CmUGF (3.7)
2CLUGF —
gmp = (2CL Om3) Ima (3.8)
Om3
4CLUGF
Oz = ———— (3.9)
B
C
Oma = gmacifﬂ — 4cUGF (3.10)
B = Om3(NMC)/9m3(DFCFC) (3.11)
Power = 49m1+ 20m2 + 9m3 + 20m4 (3.12)

3.2.2.3 AFFC

The Active Feedback Frequency Compensation (AFFC) is m@gpdo improve the
bandwidth of multistage amplifiers. A structure for the catbaving three stages is
depicted in Fig3.2[Lee03& The feed-forward transconductance stgge is used to
increase the high frequency gain. The right half plane isorad asgma blocks the
path from the output of the first stage to the output of the #mplthroughC,. In
this topology, the parasitic capacitangg is utilized to improve performance at the
expense of a greater sensitivity.
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Figure 3.2: Structure of a AFFC amplifier.

gn1 = CaUGF (3.13)
2 p2
= — o~ 14
Om2 Im3 8CL g (3.14)
4CLUGF

Oms = LT (3.15)
Ona = 4dm1 (3.16)
B = OIm3aNMC)/Im3(AFFC) (3.17)
Power = 49m + 2gm2 + gm3 + Oma (3.18)

3.224 TCFC

The three stage Transconductance with Capacitances Fdedbmpensation (TCFC)
amplifier in Fig.3.3is included in this set of comparisons because of its highrdéigu
of merit value as its design procedure does not follow theesarathod as all the oth-
ers. The pair of complex conjugated poles do not necessailg to have a damping
ratio of 1/+/2, nor does the amplifier have to have third other Butterwiigtquency
response with unity gain feedbadRgn04. Instead, all non-dominant poles are sup-
posed to be sufficiently above the UGF. This guarantees ngttbat their varying
effect on the PM is minimized but also advantages in the ieabhsesponse.

Again, as done with the DFCFC and AFFC, the output transoctadge is increased
beyond the value given by8(21) so that it has at least the same performance as the
NMC amplifier. The design equations are given as follows
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Figure 3.3: Block diagram of the TCFC amplifier.

Om = CmiUGF (3.19)

gm2 = ggcthGF (3.20)
C

Oms = —(1L+kt) C—mzz (3.21)

Omt = (l:kt)ZCmQUGF (3.22)

k = 2 t (3.23)

Power = 4gm1+ 20m2 + 9m3 (3.24)

3.2.2.5 NMCF

One characteristic common to all compensation topologiesemted so far is the ex-
istence of a feed-forward transconductaggg. Its functionality is to bypass the last
stages to provide a direct path to the output and as suchreaise the bandwidth. As
it is commonly used, this transconductance sits in the sanawrech as theyys which
allows it to be produced without static power increase. énsgin this way interesting
to compare the reference NMC topology with and without thégjiency enhancement.
It is named NMCF, short for NMC with feed-forward.

A procedure similar to Sectic2.4for the PFC amplifier is carried out. The open-loop
small-signal transfer function of the Nested Miller Comgation with Feed-forward
(NMCEF) is firstly derived with sufficient accuracy. Once moitds assumed that the
amplifier has third order Butterworth frequency responstn wiity feedback. The
design equations are then derived to be expressed as:
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Figure 3.4: Three stage NMCF amplifier topology.

gm = CmUGF (3.25)
On2 = 4CmpUGF (3.26)
On3 = 2CLUGF (3.27)
Power = 4gmi+ 20m2 + Om3 (3.28)

Comparing these equations with ones for the NMC amplifie, dffect of the feed-

forward transconductance is reflected in the equations imple way: the transcon-
ductance of the second stage is multiplied by two while taegconductance from the
last stage is divided by two. This affects the overall powarsumption positively, as
the output transconductance is the dominant source of pioviee NMC.

3.22.6 PFC

The design equations for the Positive Feedback Compens@®iBC) topology are
given in the set of equatior2(43-(2.46 with the exception of the total power that
is given as follows.

Power = 4gm1+ 20m2 + Om3 (3.29)

3.2.2.7 Simulation Results

The results of the equations describing each frequency ensgtion are presented in
Table3.2 and Table3.3for a fixed load capacitance and in F&y5and Fig.3.6for a
range of load capacitor values. Tabled values include theevaf each transconduc-
tance and each node capacitance. With these values, the Gi§arerit given in this
chapter are calculated. This procedure is repeated forleadicapacitance value and
presented graphically.

Comparing only the results presented in TaBl2with those given in Tabl&.3, the
effect in power saving is evident by simply using a lower ealburthermore, efficiency
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for the same topology also changes for a varying load capaditrom Fig.3.5 and
Fig. 3.6it seems clear that all topologies gain in terms of efficiewit an increasing
load capacitor value.

From a slew rate perspective, the PFC and the NMCF are théotgipe that allow to
attain a more efficient design. If the slew rate is the lingitfactor, the previous two
compensation methods should be considered. On the othdr tidhe constraint is
maximizing the UGF, then the PFC, TCFC and DFCFC are the nffisieat ampli-
fiers, however, at a much lower improvement ratio than sedalife2.3. For smaller
compensation capacitors, the previous group of three iscestito only the TCFC and
DFCFC as the PFC does not gain as much from a decrease in csatipancapacitor
Cmi.

A note on the performance improvement of the NMCF topologgrahe NMC is
necessary. Without change in the circuit complexity, thegroconsumption is almost
halved while the large-signal performance is significantiproved. If no limitation
is found, this topology should replace the NMC amplifier ais ithe one that most
resembles it.

3.2.3 Settling Time

Equally important in an amplifier is the transient perform@nUnder the assumption
that the input signal is small enough, the small-signal exipration of the amplifier
closed loop transfer function is valid, and thus the amplifésponse to a step input
signal can be found.

The results for the case where the transconductances ae takn Table3.2 and
with Cy1=18 pF,Cm2=3 pF andC_ =100 pF is given in Fig3.7 for the six topologies
presented so far. In this situation, the amplifiers have Isézad for a given UGF. As
such, evaluation of the transient behavior when sized seprted.

The first thing to note in Fig3.7 is that amplifiers having similar frequency bode di-
agrams have different step impulse responses. Visualtytypes of responses exist:
those that have overshot (underdamped) like the NMC, DFGieGlae PFC and those
like the AFFC, TCFC and NMCF that have a critically damped werdamped re-
sponse.

From all the responses presented in Big, the TCFC is the fastest and the DFCFC the
slowest. The others, in a decreasing order are: NMCF, NMG@E&nd the PFC. The
settling time worsens for the DFCFC for an increasthgrhe first place as topology
with the lowest power consumption for a given UGF comes atxqremrse of a poor
transient response. Thghas to increase (with a consequent increase in the power
consumption) to improve the settling time.

Concerning the above, it must be added that the most poweieetfiopologies: DFCFC,
TCFC and the PFC can have their settling time performanaeased while still per-
forming well in terms of power consumption for a UGF. Thistfadl be studied further

in sub-sectiorB.3.1where the NMC and PFC are optimized and it is shown that for
the same power consumption, the PFC topology always hashehigGF and also
converges faster to the final value.
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Table 3.2: Results fo€y1=18 pF,Cn2=3 pF andC| =100 pF

Om Node Cap. FMs FML
(HAV) OF) || (poet) | (pons
NMC Om2= 38 3 3.3 2.07
Om3=2513 121
DFCFC || gm2=32 3 14.3 2.08
B=14.7 || gmz=171 118
Oma=5 3
Om1= 113 Co1l
AFFC Om2= 927 3 2.7 2.08
B=2.7 Om3= 931 121
Oma= 452 Co1
Om1= 113 18
TCFC Omo= 113 3 10.9 2.14
Oma= 237 121
Omt= 57 Co2
Om1= 113 18
NMCF Om2= 75 3 5.4 3.38
Om3=1257 121
Omi1=77 21
PFC Om2= 26 3 10.5 3.86
Oma= 593 118
15 - ‘ ‘
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O DFCFC
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Figure 3.5: Normalized power as a function of the load capgcifor
Cm1=18 pF,C2=3 pF. Reference power consumption is the one transistor
amplifier withgm = CLUGF.
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Table 3.3: Results fo€mn1=8 pF,Cm2=3 pF andC_ =100 pF

Om Node Cap. FMs FM_
(HAV) OF) || (poet) | (pons
Om1=50 8
NMC Om2= 38 3 3.6 2.25
Om3=2513 111
Om1=50 8
DFCFC || gme=51 3 235 2.43
B=22.4 || gm3=112 108
Om4=5 3
Om1= 50 Co1
AFFC Om2= 379 3 6.5 2.25
B=6.5 Om3= 387 111
Oma= 201 Co1
Om1= 50 8
TCFC Om2= 113 3 17.2 2.38
Om3= 154 111
Omt= 57 Co2
Om1=50 8
NMCF Om2=75 3 6.2 3.91
Om3=1256 111
Om1= 34 11
PFC Om2= 23 3 11.8 3.68
Om3= 665 108
15 : :
—+— NMC
O DFCFC
O AFFC
v TCFC
&~ NMCF
10} : % PFC

]

57%’

O
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Figure 3.6: Normalized power as a function of the load capgcifor
Cm1=8pF, Cm2=3pF. Reference power consumption is the one transistor
amplifier withgm = CLUGF.
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Figure 3.7: Theoretical transient response of each togding step impulse.
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3.2.4 Final Comments

From the results it can be concluded that different compensar load capacitors
have a significant impact on the result. Only under exaclyshme conditions it is
possible to compare the topologies.

If each topology is sized for the same conditions as sugdéstdable3.2, Table3.3,

Fig. 3.5 and Fig.3.6, the performance of each frequency compensation method has
only a minimum advantage over another. The two orders of iadm for the figure

of merit seen in Tabl@.3 are a result of different compensation capacitors, differe
load capacitors and different supply voltages when calitigdhe figure of merit. Fur-
thermore, with a simple change in the NMC topology, it is [lassto significantly
decrease the power consumption with the added advantage iotieeased settling-
time performance.

From what is seen in this chapter, thelefinition in Leu0Q Lee034has to be updated
to the definition given in sub-sectidh2.2 only a relation between the output stage
transconductances.

The amplifier with the best power consumption for a given USHithis case the one
with the poorest settling time performance. Each topolaggyte be carefully selected
for the application in question.

The equations used have been derived by different designdrisave different degrees
of precision. This can also influence the results. The NMGé&qos have been verified
to be the most accurate.

3.3 Optimization

In the previous section, each amplifier topology has beeiged following the de-
signers assumptions on what is the most efficient operating {o bias the amplifier.
This assumption causes limitations as there is no jusiificahat having third order
Butterworth frequency response with unity gain feedbadkémost efficient sizing
criterion.

This section is organized as follows. Firstly, in sub-s@t8.3.1the NMC and the PFC
amplifiers are compared in various characteristics andapémized at the block level
(Fig. 2.5and Fig.2.8(a). Finally, in sub-sectior8.3.2the PFC topology is optimized
at a transistor level without any previous assumption invilele of each transcon-
ductance given in Fig2.8(a) A minimum value for UGF is set and all transistors in
Fig. 2.11are then optimized for minimum power consumption.

3.3.1 Block Level: Comparison to the NMC

It is desirable to study each amplifier without exterior ifeeences, among others,
different technology, design strategy or parasitics. Big purpose, a study under
exactly the same conditions is described in this section.

The selection of the amplifier for a specific application isally done by specifying
its characteristics and then optimizing the current togplm accomplish the required
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goals with the minimum power consumption possible. Depamoin the application,
more than one limiting performance may be specified. The/watn frequency, slew
rate and settling time tend to be the most frequently usedss€guently, they will be
discussed next and compared in an application example.

3.3.1.1 Optimization Method

Given the fact that the number of optimization parametessriall and the constraints
between them allow a simple mathematical description, eelfauce approach is used.

Other optimization strategies are not really necessaryuds brce guarantees the best
solution for a given search space. Nowadays, fast CPU’svdlie space exploration
of small and simple circuits in a human acceptable periodhoé.t With this in mind,

a small-signal equivalent of the circuit from Fig.6 and Fig.2.11is created in order
to wrap around it an optimization routine inAMILAB®. In a couple of minutes, the
surroundings neighborhoods of the values obtained in @e2tBand2.4is generated.

It permits to try all possible values within a given intervhlus assuming (under certain
limits) that all combinations are tested.

The selection of the best result is based on a figure of me3itt) &nd B3.2). The
higher it is, the more efficient the amplifier. Power estimiatis based on the number

of branches the transistor level circuit (F6 and Fig.2.11) has, multiplied by the
transconductance in that branchg,4 + 2gm2 + gms. A given transconductance can

be achieved with more or less current depending on the dverdoltage selected. As
transconductance is proportional to the currept & 21 /(Vgs — V1) andVgs —
Vr=const. . gm o |), it can be used as an accurate measurement of the relative
power consumption between the amplifiers because it isatdsito study them under

the same conditions: equeks — V7. Both amplifiers have the same capacitive and
resistive loads.

3.3.1.2 Frequency Response

The goal is to get the optimal parameters for Righand Fig.2.8(a) for the case when
both amplifiers have the same UGF and PM. The damping ¢ai®set to be equal to
1/+/2. The result is the pole zero diagrams presented inZ=and Fig.2.9, obtained
after optimizing both amplifiers following the design critedefined in Sectio@.3and
2.4

All parameters are optimized with exception of capactigp, that had its value set
to be only one order of magnitude higher than the parasipacitors of the nodes it
connects to, with the purpose of maximizing the efficier@y; is later optimized for
minimum power consumption for the PFC scheme. Next, congigmscapacitors for
the NMC are set to be equal to the ones in PFC. Finally, the da@dcitance, ) is
swept. In this situation, as long & > Cn1, Cp, the PFC amplifier is more efficient
than the NMC amplifier.

In conclusion, for the above stated conditions, the PFCreehgrovides a more effec-
tive solution to reach the same UGF for less power consumpgind this is true for a
wide range of load capacitors.
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3.3.1.3 Slew Rate

In some applications, the maximum rate of change of the dwatithe amplifier can be
the limiting factor of the performance of the circuit in whithe amplifier takes part.
The maximum rate at which the output node voltage can changalied slew rate
(SR and is given by

lc

SR= c (3.30)
The slew rate depends on the currdg) (o charge and discharge the total capacitance
(C) in the node. To increase the slew rate value, one can eitisegdse the static
current or decrease the node capacitance. Although it sildesincreasing the bias
current will lead to an increase in the power dissipatior sm it is not the desirable
solution. Furthermore, the selection of the appropriatpuustage type, class AB
instead of class A, is a practice that saves static powers alfows to increase the
available current only when it is necessary: during laigea transients. In other
instance, decreasing the node capacitance can be achigwathér minimizing the
parasitic capacitances or by attentive selection of thepemsation capacitors. In an
amplifier the load capacitor usually is not a design varigdohel only the compensation
capacitors can be optimized for the design goals.

The maximum rate at which the output node can change can alsxgressed as a
function of the derivative of the output voltage

(3.31)

The PFC amplifier has a class AB output stage, hence the slevsnaot limited by the
output stage, but rather by an internal node. It is also arnial node that is limiting
the slew rate of the NMC amplifier, in this case, due to the higlue of the output
transconductance. It is in general much simpler and cleéariénd which are the slew
rate limiting nodes and check what is the rate of change osetlfior a large-signal
perturbation.

After optimization, both amplifiers have the same UGF and PNMe numerical solu-
tion of (3.31) shows that the NMC slew rate is about 70 % higher than thesviabum
PFC. In spite of this result, the higher slew rate is obtaiaetthe expense of a higher
power dissipation. The power dissipation in the last stefgde NMC is more than
double the total power dissipation of the PFC amplifier. Tharg of merit 8.2) gives

a value 80 % higher for the PFC. Consequently, it is possthtitain a more efficient
solution using the PFC scheme.

3.3.1.4 Settling Time

The settling time is an important feature in amplifiers. Iritshed-capacitor applica-
tions this characteristic can in some cases be the limitegjgeh criteria. In this case,
it is desirable to optimize the amplifier for the best segtlirme possible required by
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the application in question, instead of optimizing it foe thighest possible unity gain
frequency.

Although the method described in Secti2rl provides a straightforward method to
design for a desired specification, no guarantee existghikanost efficient solution
will be indeed reached. In a two pole system, the phase m&ghanslated into a
unigue time domain response. In this case the settling tiepeds on the phase
margin [Yan9q, and thus, an open loop design strategy can be used to desitre
desired closed loop characteristics, whereas this is eatdke for a third order system
with three poles. No unique relationship exists betweetfirsgtime and phase margin
(Fig. 3.9(b). Consequently, a closed loop design approach is chosdiamdhe most
efficient design from all the possible solutions.

Third order systems can be theoretically studied using #thad presented iMar9§|.
The relative position of poles in the closed loop, after fiosing for good slewing, is
used to derive the position of the poles in the open loop teaufisnction.

In the large-signal regime, the inverse Laplace transfagit ) of the closed loop
transfer functionZ.1) in response to the step functibh(s) does not accurately repre-
sent the output voltage

y(t) =.£7HG(s).U(9)) (3.32)

However, if it is assumed that the input voltage step is sevadlugh so that the small-
signal approximation of the amplifier closed loop transterction still holds reason-
ably well, the amplifier closed loop transfer function witlb& feedbackfyc can be
modeled as inZ.1). This is the case of switched capacitor circuits betweerseoutive
samples. For completenes2,1) is once more written as

(el
EREEIE

In the above equation, the DC gain is given Byand is approximately equal to 1.
No simple representation exists to describe the closed dlmopinant pole ¢q), the
undamped natural frequencyy{) or the damping ratio parametey)(from the open
loop parametersuyo, wno and¢y), although representation in the opposite direction is
simple. Also, it is not always possible to place the closexgblpoles and zeros in the
desired location. Sometimes their relative location isindependent of each other.
Another difficulty is that a set of unwieldy equations makis tmethod inappropriate
for a theoretical study. To avoid this situation, a diffarapproach is followed. The
open loop parameters from Fig.5 and Fig.2.8(a)are used to obtain the values, in
(2.7 and @.22), respectively. Afterwards, the time response is obtabyedumerically
solving the inverse Laplace transfor@32. Finally, all relevant criteria are obtained,
and plotted in Fig3.8(a)and Fig.3.8(b) To better compare both topologies, in all

(3.33)
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Table 3.4: Sizing results for sub-secti@r8.1with C,1=18 pF,Cn2=3 pF
andC_ =100 pF and comparison with equations from Chapter

Parameten Unit NMC PFC
Section2.3 | here Section2.4 | here
Om1 HAV 113 113 77 77
Om2 HAV 38 55 26 43
Om3 HANV 2513 2149 593 564
UGF MHz 1.00 1.05 0.99 1.25
PM ° 60 67 60 61
SR Vius 0.63 0.63 0.37 0.37
ST us 0.73 0.59 1.57 1.41
Power MA/NV 3041 2711 953 958
P2.3 MHz || -2.00+j2.00 | -1.67%2.66 | -0.78+]0.78 | -0.68+ j1.27
% 1/7/2 0.531 1/7/2 0.469

Table 3.5: Performance Improvement

| Parameter | NMC | PFC|
Unity Gain Frequency| 1.05| 1.26
Settling Time 0.81| 0.89
Power Consumption 0.88 | 1.00

cases the DC gainX,) and open loop dominant poledo) obtained previously is kept
unaltered. Final settling time error is 1 %.

When comparing the values given by equations in Se&idfor the case of the NMC,
the current sizing approach yields an amplifier 19 % fastelendonsuming 12 % less
(Table3.4). A marginal increase of 5 % in the unity gain frequency cao dle seen.
For the PFC (see Tab®4), the amplifier will be 11 % faster and with an increase of
26 % in the UGF for the same power consumption than those diyesguations in
Section2.4. The final improvements are presented in Tébke

The final values obtained for the NMC makes it more than twesifaster than the
PFC. Yet, once the power is taken into account, the PFC istarkmtoice for a more
efficient compensation topology, despite the fact thain Fig. 2.9, close to the non-
dominant poles, influences the settling time. Analysis lesve thatz; is always
smaller thanfowno. Another conclusion is that despite the NMC having a smaller
settling time, it is not possible for the same power consionpto be as fast as the
PFC.

Optimization has led to a faster amplifier, with the advaataigan increased bandwidth
without an increase in power consumption. Some of the PF@ctexistics are given
in Fig. 3.9.
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Table 3.6: Simulated performances for the original amplifiesign (Sec-
tion 2.4) and three automatically sized experiments usingiDe (including
some optimization statistics).

Parameter,  Unit Ref. | DANCE | DANCE | DANCE
(Section2.4) (cont.) | (gridl) | (grid2)

DC Gain dB 122 146 122 132
UGF MHz 3.15 3.16 3.24 3.15

Phase Margin deg 51.8 54.6 52.2 51.9
Slew Rate (calc.)  V/us 0.777 0.948 1.014 0.957
Power Cons. [\ 572 416 440 504
time | hh:mm 13:44 14:15 16:57
iterations - 500 500 500
evaluations - 30061 | 30186| 30657
simulations - 19611 | 20677 | 25095

3.3.2 Transistor Level

The work done in the previous sub-section requires the nmaglef the amplifier which
is a long and tedious procedure. Furthermore, at the endtemtsistor and capacitor
has to be chosen so each transconductance in the blockiagssan equivalent at the
device level. This work can be simplified if an automatedglepirocedure is followed.
This is the purpose of this section which follows the workexfg03.

In order to automatically size the amplifier circuit, thelisétof the PFC amplifier is

parameterized using 21 design variables (one bias voltade@arrent, two compen-
sation capacitors, seven transistor lengths and ten stansiidths). The number of
transistor geometry variables is somewhat reduced by dastiandard analog design
constraints (e.g. the matching of differential input pairgl current mirrors) into ac-
count. However, constraints on the operating point of theudi are not included, only

the performance specifications are given as input to the t@ol the one hand, this
makes the design space much more complex, but on the othe:thiamoesn’t require

specific circuit knowledge. Three experiments are carrigtd(on an Intel Pentium 4

2.6 GHz PC) and the resulting performances together withesmptimization statistics

have been collected in TabBe6.

For all three experiments usingARCE [Fra03, the original performances are taken as
constraints, except for the power consumption, which isiestpd to be minimized. A
random starting point is used in combination with a popatasize of 60 for the evolu-
tionary optimization algorithm. The number of iteratiossarbitrary set to 500, which
translated into long (overnight) optimization times fdrthtee experiments. However,
this allowed to verify that the optimal values are no longeaurgging significantly. In
the first experiment all device sizes are allowed to take aricoous values. A solu-
tion is found that achieves better performances (gain +2pRase margin +5 % and
slew rate +22 %) and additionally decreases power consamptinsiderably (-27 %).
Because arbitrary device geometries cannot be obtainedhatige, a second experi-
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Figure 3.10: Pole-zero diagram for the sized amplifiers@ai.

ment ('grid1’) is set up in which all transistor sizes areyoallowed to take on integer
multiples of the manufacturing grid (0.05 um for the tectogyl used). Here also better
performances are attained (unity gain frequency +3 %, phesgin +1 % and slew
rate +31 %) combined with a reduction of the power consumgta3 %). Finally, in
the last experiment ('grid2), all transistor lengths aoastrained to be 0.7 um (except
M31 which is 0.5 um) as in the original design. This resultaisized circuit which,
compared to the original design, has better gain (+8 %) and+2R %), while si-
multaneously consuming less power (-12 %). The device sixesponent values and
biasing for the original circuit and the three experimersi®ng DANCE are compiled in
Table3.7. Also, thegmy values of the three transistors marked in A¢@(a)and2.11
have been listed in Tablg.7. The seven parameters for transistor lengths represent
groups of identical length transistorg1 (Moo, M10, M13, M1g, M21), Lg2 (M13,
M12), Le3 (M14, M17), Lea (M1s, Mig), Las (M23, M24), Lee (M2o, M3g) andL g7
(M31). It can be seen that thg, values can be vary considerably, but it is the ratio
of gm1 over Cpy1 that determines the unity gain frequency of the amplifiere @ltfer-
ence of theg, values can be further illustrated by the dominant poles @&ndes that
are listed in Table3.8 for each case. The pole-zero placement of the original itircu
(which exhibits a conjugate pole pair) differs from thatloé three automatically sized
circuits (see Fig3.10. However, and this is most important, a stable amplifieultes
in all cases. Bode plots (magnitude and phase) for the @ligincuit and the last ex-
periment in Table3.7 are presented in Fig.11 Finally, in Fig.3.12 the minimum
cost evolution for all three experiments usingNCE is shown. It can be seen that
feasible solutions are quickly found and that the optim#itsmn is found after about
5000 evaluations (one sixth of the total number). This cpoads to approximately
2.5 hours.
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Table 3.7: Device sizes, component values and biasing ®otiginal de-
sign (Sectior?.4) and several automatically sized experiments using Ce.

Parametern Unit Ref. | DANCE | DANCE DANCE
(Section2.4) (cont.) | (gridl) (grid2)
VBias \Y 1.25 1.87 2.56 1.93
Igias | MA 5 3.09 3.44 3.63
Cm1 pF 15 4.3 4.7 5.7
Cm2 pF 3 13.5 7.9 14.2
Lt pm 0.7 2.87 6.50 0.7
La2 pm 0.7 0.83 0.50 0.7
Las pum 0.7 0.81 0.45 0.7
Lgg | pm 0.7 0.36 0.45 0.7
Les | um 0.7 2.43 0.45 0.7
Lce pm 0.7 0.38 0.35 0.7
Loy pm 0.5 0.66 0.65 0.5
Wio_10 | MM 10 3.53 10.90 28.70
Wii-12 | HmM 40 24.03 12.85 23.70
W5 16 | MM 10 0.49 2.30 4.90
Wig_17 | pmM 6 0.39 0.65 1.20
Wis 18 | pm 11 5.22 11.05 0.45
Woo | um 15 2.80 1.05 0.75
Woo | um 10 0.63 1.00 1.40
Wh1_ 23 pm 2 2.07 26.10 5.40
Wi, | um 15 37.16 42.45 27.60
W3 | um 15 40.86 4.85 495
Omi | MS 211 120 127 143
Om2 uS 76 9 5 3
Om3 uS 1703 1947 1084 1350
Omf uS 1636 2268 2409 2215
*: multiplication factors of transistorslig, M13, M1, M3g andMs1
are 6, 3, 3, 22 and 5 respectively.




Table 3.8: Dominant poles and zeroes for the sized amplifiefable 3.7.
Unlike the reference which has explicitly sgts = gms, the previous
transconductances can have different values in the prdptessigns accord-
ing to DANCE. The result is that the complex conjugate pole pair disagpea
andz; compensates for the other real nondominant mle

Parameter Ref. DANCE DANCE DANCE
(Section2.4) (cont.) (grid1) (grid2)

71 [HZ] (-1.910E+6; 0) - - -
p1 [HZ] (-1.700; 0) (-0.184; 0) (-3.646; 0) (-1.095; 0)
p2 [Hz] || (-2.063E+6; +2.315E+6) (-5.242E+6; 0)| (-4.665E+6; 0)| (-4.584E+6; 0)
p3 [HZ] (-2.063E+6; -2.315E+6 - - -

z 0.67 - - -

wn [HZ] 3.101E+6 - - -

0§

NOILYZINILHdO &€



3.3.2 Transistor Level

150 T T

_— - — Section 2.4
N - — . Dance (grid2)

100

50

Magnitude (dB)

-100 : 5 :
10 10 10
Frequency (Hz)

(a) Magnitude

0 — .

— Section 2.4
50} N - - — . Dance (grid2) |

-100

-150

-200

-250

Phase Margin (degree)

-300 |

-350 |

-400 : 5 : .
10 10 10
Frequency (Hz)

10

(b) Phase Margin

Figure 3.11: Magnitude and phase margin plots for the aaigiircuit (Sec-
tion 2.4) and for the last experiment in Tal3er.



52 3.4 CONCLUSION

cost Optimization - minimum cost evolution Minimum cost = +/- 500
1.0E+04

9.0E+03

8.0E+03

7.0E+03

6.0E+03

5.0E+03

4.0E+03

3.0E+03

2.0E+03 l

1.0E+03 -t

gy W |

0.0E+00
0.0E+00 5.0E+03 1.0E+04 1.5E+04 2.0E+04 2.5E+04 3.0E+04 3.5E+04

evaluations

Figure 3.12: Minimum cost evolution for the experiments able3.7.

3.4 Conclusion

A topology study of three stage amplifier frequency compgnmisdias been presented.
Two topics have been covered in this chapter. The first partbeered the comparison
between the PFC amplifier and five other frequency compemsatethods, while the
second has dealt with the optimization of the PFC and the NM®@ihimize power
consumption.

A method for comparing the PFC with other three stage frequeompensation am-
plifiers has been given. Under the exact same conditionsdtiermances of each one
of the six amplifiers has been shown to be more similar thambasurement results
suggest. The NMC topology can have its performance imprdyeeddding a feed-

forward stage. In this way, both the UGF and settling timecigfficy is increased for
the NMC with feed-forward.

Two different optimization strategies have been preseritethe block level compari-
son, the PFC topology is always more efficient in terms of Uiy rate and settling
time than the commonly accepted reference: the NMC. Resfiléstransistor level
optimization has been presented for the PFC amplifier. kthse a new operating
point, where only real poles exist, has been chosen to beetste Bhis completely au-
tomated design strategy does not make assumptions on wbht ba@ the best design
strategies, and in this way, different and possibly betésighs are conceivable. Both
optimization strategies suggest that the basic principiabilizing three stage ampli-
fiers, which is assuming a third order Butterworth frequeresponse with unity gain
frequency is not the most power efficient. A slight decreashdé open loop damping
ratio parametet, can save up to 25 % in powetr.



RF Power Amplifier Classification, Theory and
Optimization

4.1 Introduction

Mobile electronics use a myriad of integrated circuitsunidhg a digital DSP and dif-
ferent analog integrated circuits. For the end user, amgraf the battery is an impor-
tant factor. For the equipment manufacturer, cost rednctliows to sell the product
at a lower cost. It is of interest in this case to reduced thmbwer of integrated circuits
necessary to build a mobile phone or a PDA (Personal Digissigtant). In this era
of integration, CMOS is the technology that makes high irggn of functions into
a single chip possible. This prompts the desire to transfeuits from other tech-
nologies to this mainstream and low-cost technology. Nayadit is also desirable to
include some kind of communication link between the pogaiectronic and a base or
with the Internet. Specifically, wireless communicatiomaeds higher performances
without impairing autonomy. However, a considerable petage of the power con-
sumption goes towards creating this wireless path @it). As such, it is of utmost
importance to maximize the efficiency of this block: the Pomplifier (PA).

Considerable effort has been put into research to integna@MOS full transceivers
for mobile communications3te0Q. The final objective is to include a system-on-chip
with digital processing, analog functions and support kéodOn the analog side, the
inclusion of the power amplifier is still a rare situation. €Theed for high efficiency
and the required current flowing in it results in dedicateigpsloften being used. Some
of the solutions can include: Gallium Arsenide (GaASpWw94 and bipolar Bim99.
Although they provide the required output power with higficéncies, it is neverthe-
less desirable to replace them by solutions using CM8®7Y, Yoo01, Sow03. The
advantages come mainly from the current trend to integthtéreuits in the same die
for cost but also area reduction.

With more advanced CMOS technologies having a lower powpplgLit becomes
extremely difficult to achieve the high output power reqdiby communication stan-
dards. This is the reason why there is a lack of offer for the 8put power level
range with integrated power amplifiers in CMOS. This is eilrctrue for the cases
where the previous block has an output power in the range®fcD dBm [(te0q.

As a result, a gain of more than 30 dB is required. In addit@thts, higher currents
are now required to achieve the same output power. The lieghiat wider intercon-
nections are necessary to carry the current and avoid efeigration reliability issues.

53
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Figure 4.1: The transmitter part of a transceiver.

Moreover, with lower voltages, because of the higher curilewing, every small re-
sistance has an increased importance.

The study of class E power amplifiers that follows, is dividedhree parts. This
chapter first presents the different amplifiers topologyadié for RF implementation
which is followed by theory and a methodology for optimallgsiining power ampli-
fiers for maximum efficiency. Chaptérlater explores the possibility to increase the
power amplifier efficiency by increasing the supply voltagd gechniques to do it in
commercial CMOS technologies. Finally Chapéeiocuses on the underlying circuit
details, design aspects and chip measurements.

A brief outline of this chapter is as follows. In Sectidt? common metrics used to
benchmark the power amplifier are given. Later, the two chffié categories for power
amplifiers are described in Sectidi3, linear and non-linear amplifiers, respectively.
This is followed by presenting in Sectioh4 the proposed design methodology to
deal with circuit parasitics while optimizing the circudgrfmaximum efficiency. Some
optimization experiments using the tool developed in ®ecti.4 are given in Sec-
tion 4.5. They include different optimization studies on the gelized class E PA and
the optimization of a two stage amplifier including all redav layout parasitics. The
conclusions are finally presented in Sectébé

4.2 Definition of Performance Metrics

While in operation the PA converts a DC power from the supplyage into a RF by
sufficient amplification of the input RF signal. Only in thee@ case this conversion
is lossless which means that the PA itself will drain more gothan it delivers. The
result with which the amplification takes place is calledogficy. Two other common
metrics are the Drain Efficiency (DE) and Power Added Efficie(PAE). Efficiency
(n) is given by

n = PouT RF
Pin,RF+ PsuppPLYDC

(4.1)

Drain Efficiency (DE), is a measure of how well the DC power dswerted to RF
signal. The other common metric used is the PAE which inde&abw much power is
necessary to drive the power stage. The two types of effigiareedefined as follows

P
DE — __OUTRF

— _"OUTRF (4.2)
PsuppLYDC
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Pout,rRF — PIN,RF
PsuppLYDC

PAE =

(4.3)

4.3 RF Power Amplifier Classification

Todays PAs can be said to operate in two different categdinesar (sub-sectiod.3.7)

or non-linear (sub-sectiod.3.2. In the first the transistor acts as a current source
while in the latter it acts as a switch. Each one of the categas divided in classes of
operation where one is defined by the way the output netwa@geshthe output current
and voltage (Fig4.2).

The choice the designer has to make is between linearityféineecy. Linearity in an

amplifier comes at the expense of efficiency because cusetivays flowing and is
as such dissipating power in the form of heat. On the othed Haigh efficiency is ob-
tained in switched power amplifiers because losses in tliveatvice are minimized
by operating it as a switch. Ideally, the device has eithey zeltage while conducting
current or zero current when the voltage is non-zero.

4.3.1 Linear Power Amplifiers
4.3.1.1 Class A

A power amplifier working in class A is biased in the middlelod active range portion
of the I-V curves. The output conducts during the entireeydlthe input signal. High
linearity is only obtained when the device is working withahsignals. In this case
the maximum theoretical efficiency is 50 %. Higher efficiesccan still be obtained
at the expense of linearity.

43.1.2 ClassB

In class B usually two devices are operated in a push-pufigeration where only one
of them is allowed to be conducting current at a time. Eachoditiee devices operates
exactly half of the input signal cycle. Class B amplifiers dnavtheoretical maximum
value for the efficiency equal te/4=78.54 %. The extra time it takes to turn on and
off results in distortion as a result of the crossover.

A good compromise between the high-linearity of class A dmdhigh-efficiency of
class B is to operate the devices in a mix of these two. In dd&sas it is called, the
output load conducts more than half of the cycle to avoidsmesr distortion but not
the entire cycle to maximize efficiency.

43.1.3 ClassC

If the device is biased so that it conducts less than halfefrthut cycle, the amplifier

is operating in class C. This class can be more efficient thess & at an expense of
an even higher distortion. Theoretically efficiency carched00 % as the conducting
cycle and output power go to zero.
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For narrow band RF transmitters, distortion can be greatiuced by the use of a
tuned load which only resonates in the fundamental frequdnchis way, unwanted
harmonics are suppressed.

4.3.2 Switching Power Amplifiers
43.2.1 ClassD

Class D amplifiers use a technique called pulse width modulathere the devices
are rapidly switched on and off several times for each cy€lee output has a strong
harmonic content that has to be removed by means of a padsére 8Since there is

current only when the voltage is zero, theoretically theydodissipate power and can
have 100 % efficiency.

Class D amplifiers have not succeeded for RF applicationseslsethey are success-
fully used for high power audio amplifiers and other low fregay applications where
simplicity and efficiency are important.

4.3.2.2 ClassE

First published in 197590k79, class E amplifiers have found extensive use in the RF
and microwave field. It consists of a switching transistavidg a current through an
inductor and then a resonant filter.

The switched mode class E amplifier can ideally achieve 100figemcy. The idea
behind its operation is to have non overlapping output galtand output current at the
transistor drain. This is achieved by means of a tuned odiipert that ensures that
current and voltage are not present at the same time. Fohitifisefficiency to occur
three conditions have to be me&dk75. When the transistor turns on, the voltage
across the transistor drain has to be zero and the slope dflivevoltage should be
zero as well. The next criterion states that the device shibelcompletely off before
the rise of the voltage across the transistor. The main disddge of class E power
amplifiers is the high-voltage at the drain terminal whicld@&noptimum condition is
as high as 3.6 time the supply voltage.

4.3.2.3 ClassF

The basic idea behind the class F tuned power amplifier isdtgian of a third har-
monic to the transistor output voltage waveform so it redemmore a square wave.
In the limit, all even harmonics are added. This is switcheatle class-F operation,
and can have 100 % efficiency.

4.3.3 Comparison

For the frequency range of interest (800-900 MHz) and in thld fof CMOS technol-
ogy, published measured results do not show a clear adwaofagdass E over class F.
If it is the maximum peak drain voltage that puts a limitatitren class F is preferred
with only 2Vpp compared to Vpp of the class E.
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Again, with CMOS, the maximum published efficiency is in tlaage of 50 to 60 %
for an output power in the order of 1 W. This efficiency has bemached not only
by amplifiers operating in class E and F, but also operatingass AB Fal0] and
working even at higher frequency (1750 MHz).

Class E amplifiers however have some interesting attribiths output shaping net-
work is intrinsically simpler than class F. Insensitive pite of parameter variations,
it has show good robustned®da78h And in today’s low-voltage circuits it is better
suitable not only for the higher output impedance but alséHfe maximum achievable
efficiency Sow9g.

To add to the above reasons for choosing class E topologheisdncept study in-
troduced in Chaptes. Research will be carried out on the possibility to have aemor
power efficient amplifier by using a higher voltage and teghas to reach this goal in
commercial CMOS technologies.

4.4 Class E Design Methodology

A close inspection of the circuit of Fig.3reveals seven degrees of freedom. Although
analog designers have clearly derived accurate equationghfat appears to be more
complex circuits, addressing the referred circuit has tzeerore difficult task. Differ-
ent research has shown that apparently it cannot be ekpliolved. Equations do exist
but do not address all tradeoffs between component valukaraplifier efficiency.

Research on the topic has existed since the first paper fréwal 8ok75. In the work
from Raab Raa78H, simple parasitics in the transistor are taken into actand their
effect on the final efficiency is presented.

Other research has focused on removing the limitation om#wessity to model in-
ductorL; as a shunt-feed choke. Zulinskiyl87] has shown that class E amplifier op-
erating conditions could be met with a finite dc-feed indocea Avratoglou Avr89]
later used this configuration and the new analysis furtheluded the effect of the
quality factor of the series-tuned ¢-Co) and the effect of the device on-resistance.
Differential equations where solved using the Laplacedfi@amm and next represented
in state variables. The complete formulation is rather demput can nevertheless be
considered a generalized method to analyze the class Efeampli

In Smith’s work [Smi9(Q, a computer routine is used to partially alleviate all tloene
plexity in the Avratoglou’s art and determine the transferand inverse Laplace trans-
forms. Nevertheless, a much simpler formulation coverirggdame aspects as before,
is given by Mandojana inNlan9d.

Following this, Chudobiak@Chu94 has shown that the non-linear drain-bulk capaci-
tance could be modeled and all derived circuit parameteadsasveforms have been
derived considering the previous effect. Although the atigmd current waveforms are
not affected by the non-linear capacitance, the trangitak drain voltage is increased
in comparison with the linear case.

Equally important is that even for circuits with the comptgof the one given by
Fig. 4.3 existing equationsjok75 Raa78aRaa78lhdo not guarantee that the maxi-
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usually implemented in push-pull configuration and haveneeaveform in-
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Figure 4.3: Ideal class E power amplifier. It consists of s, the finite dc-
feed inductancé 1, the shunt capacitdZ; the series-tuned (-Cop) in series
with a reactancg X and the load resistandg . ElementsS andC; are a

representation of the on-resistance and drain-bulk ctga@ of a CMOS
transistor.

mum efficiency is indeed reached, or that some of the iniialienptions made prior to
equation derivation might not lead to the most power efficisign Por93. Further-
more, with inclusion of simple parasitics it becomes insiegly difficult to generate
equations that are accurate enough.

Two possibilities will be given that partially address ths of the analog designer:

* State-space model description

» Automated sizing using a simulation-based optimization

The state-space model allows to address the goal to haved pattially derived
equations. Nevertheless, at the end an optimization isssacg to find values that
create a steady-state operation. On the other hand, iodiaditions are not necessary
when using a simulation-based optimization. Furthermemg circuit can be optimized
being limited by the capacity and accuracy of the simuldtbe penalty clearly resides
in the longer CPU time. The continuous increase in compuytimger alleviates this
drawback partially. With a simulation-based optimizatiarsimulation tool is used to
evaluate the parameter vectors proposed by the optimizersuah, the inclusion of
the parasitics is simplified. Also, as no preconceptionsrasttictions are made prior
to circuit sizing, the possibility exists that new and mangeresting solutions can be
found.

4.4.1 State-Space Model of the Power Amplifier

The operation of the power amplifier of Fig.5 can be seen as linear time-invariant
circuit 1 containing a periodically operated switéty with two states in the switching
periodT. In one of the stateg{) a small value represents the low on-resistance value.

1The notation of the work of Lioulfio72] is followed.
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Figure 4.4: Notation for thath switching period.

In the other one1?), a high value represents the transistor in the off statg. &=4).
Defining the switching instants, 1 = NT,on2 =NT+7t1, andonz =nNT+ 11+ 172 =
(n+ 1)T, a set of state equations of the form

Xn k(1) = AxXn k() + Bru(t) (4.4)
Ynk(t) = CixXn k() + Dgu(t) (4.5)
onk <t <onkyr k=12

can be used to represent the linear circuit. The previoustii@s Xn k(t), Ynk(t)
andu(t) are, respectively, the state, output and input vectors,fAandBy, Ck, Dk are
constant real matrices.

The standard continuous system in the form of

dxn k(t)
dt

in each portion of theth switching period, k=1,2, has a solution in the form of

= AxXn k(t) + Bru(t) (4.6)

t
Xn k(1) = M x (o k) + et / e~ MY Bru(p)de (4.7)

On.k

since

t
[ ety = g ierten 1) (4.8)
onk

(I is the identity matrix). The general solution @.€) to an input signali(t) = u at
switching instant, i is given by

Xn(t) = &4 (on ) + AT @M — By (4.9)

Knowing that the values ok, at the end of the on-state are the initial values of
the off-state, the complete system can be simulated. Hawigve of interest to find
the steady-state for a complete evaluation of the ampliefopmance. The transient
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X

Figure 4.5: Ideal class E power amplifier as in Fi@with the indication of
the state-space variables. The swiis now more conveniently represented
by resistancez.

mode can be completely eliminated by setting the initiatestactorxg 1(0) equal
to Ju. Since the state doesn’t change discontinuously at theclsing instants, the
complex matrixJ can be simply written as

J=(-M"1H (4.10)
In the former expressioM is a real matrix and equal to:

M = eferzefint (4.11)
H is also a complex matrix expressed as:
H =eM2A 1 (eM™ — 1)By + A1 — 1)Bp (4.12)
4.4.1.1 State-Space Description

Consider the ideal class E power amplifier like the one prteskin Fig.4.5. The set
of differential equations that describes the behavior efamplifier is given by

dx
1d_t1 = —X2—|—VDD (4.13)
dX2 X2
o _ X 4.14
C1 it X1 Re X3 (4.14)
d
(Lo+X)d—):3 — Xo— RL.X3— X4 (4.15)
d
Co¥ — s (4.16)

dt
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with
Xp = I, 1)
X2 = VC1 ()
Xg — |L0 ) (4.17)
Xs = Vcy(t)

in this case, the state variables are the induktocurrent, the capacitd®; voltage, the
inductorL g current and the voltage acroSs. During the off state the switch exhibits
a high resistanc®o rr, while during the on state the value Bf is reduced tdRo .

Analyzing the circuit from Fig4.5, the Ay, By, Xn k andu(t) matrices are respectively:

X1 = 0 o 0 0 X1 + Lil Vbb
. 1 1 -1
X2 (o} CiRk [} 0 X2 0
X 0 1 —RL -1 X 0
3 Lo+X Lo+X TLo+X 3
X4 0 0 Cio 0 X4 0
(4.18)
The remaining matricegn k, Ck and Dy are respectively
Vo = [0 0 0 RJ] | x| + [0] Vop
X
2 (4.19)
X3
Xa

The above algorithm is implemented inAviLAB ®and used to optimize the circuit from
Fig. 4.3 The initial values for the components can be obtained usiedgormulas pre-
sented in $ok793. Now, it is possible to optimize the circuit for maximum eféncy.

It is also possible to see the influence of each componentatepaby varying each
one of them and observing how the losses change.

Each simulation takes about 35 ms on a Intel P4 processot &t2z. The small simu-
lation time makes it very convenient for inserting in an opsation routine that usually
has to execute a couple of thousand iterations. After a femutas the optimization
routine ends. The resulting circuit sizes of such an opttidn using Simulated An-
nealing is given in Tabld.1 A drain efficiency of 91.5 % is obtained for a supply
voltage of 2 V. The state variable waveforms are given in Bi¢(a) After some
manipulation, the switch waveforms are easily obtainede figsulting drain-source
voltage and drain current of the class E amplifier is showrign46(b)

Although simple and easy in implementation, the lack of gidis other than the
switch-on resistance makes this method impractical. A nawaf the optimization

routine generates a completely different set of soluti@though giving the same
Drain Efficiency (DE). Moreover, using the above equatiding,influence of the series
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Table 4.1: Optimized circuit sizes for the circuit in Fi5.
| Frequency]| Ron | Ci | Ly | Lo+X ] Co | RL |
| 850 MHz || 0.22Q [ 15.96 pF| 10.46 nH| 2.73 nF | 18.05 pF| 2.96 |

resistance in the inductork { andL o) can be studied. The usefulness of this method,
however, ends here if it is also necessary to

* Model C; as the non-linea€qyp of a MOS Field Effect Transistor (MOSFET)
[Chu94

¢ Include a more complex model for the inductblik98, Cao03

 Fully optimize a multistage amplifier

One possibility to model the non-linear drain-bulk capawite of a Metal Oxide Semi-
conductor (MOS) transistor is to make use of differentialatpns already derived and
to make capacitor valug; voltage dependent. The resulting waveforms of one of such
simulations on the same Intel P4 processor at 2.4 GHz comisujéen in Fig.4.6(c)

and takes about 5.85 s which is an overhead of 167 times. Qechpaless than 1 s
for a Simulation Program with Integrated Circuit Empha8®ICE) simulation, with

all the advantages it gives, plus the speed, the above neetitodot seem particularly
suitable for optimizing the circuit with the charactergstiof a class E amplifier.

In fact, the other two items above can in an extreme case beduobking the state-space
description. The major drawback is the huge effort in mamoadieling necessary to
reach such a solution. The difficulty to easily change frore tpology to another
or the difficulty to replace one device model by another carcdrgsidered, from a
practical point of view, to be a disadvantage. One solutmretiuce the quantity of
hand-crafted work is to make use of already existing apfiina for circuit simulation
(SPICE) and adding the missing functionality. Finally,iguthem together to form
one tool can be an alternative. The developed tool suitablRF power amplifiers is
described in detail in the next sub-section.

4.4.2 Power Amplifier Automated Sizing

This sub-section presents a methodology for optimallygiesg power amplifiers for
maximum efficiency. The tool methodology is firstly presenie 4.4.2.2which al-
lows to find optimal values for all components (transist@assives) using realistic
operating conditions, including the effect of their patiasi A concise description on
the automated analog sizing which is based on a simulateedoptimization is then
given. This sub-section then ends with a description of ifferént device profilers
that accurately extract device layout parasitics thatteea tised in user-defined device
models.



- Q
£ 04 g 8 §10 T T T T
s S 3 5 ]
ha O 4 S o
g 03 S =
g g 2 & 5L ; : ; ;
2 g o &10 05 1 15
£ 0% 8 o S 10 ‘ : ‘
Q
g 02 & -2 b4
0 05 1 x o 05 1 g .
Time — Time 5 O
g 1 x 10 ‘%, 10 x 10 é
‘;:: 3 L% 0 L I L
O 05 z 0 05 1 15
=] 3 s g 1 . . .
g o 8 3
2 € 0 0.5
2 -05 § 5
| 1 H
KQ -1 < -5 (23] 1 n 1
0 05 1 x o 05 1 0 05 1 15
Time X 107 Time X 10*9 Time X 10*
(a) State variable waveforms. (b) Switch waveforms.
= @
5 g 8
3 04 26
- -
J o3 O 4
S 2
S 02 S Zﬂm
° Q
£ o1 g o
1
g 0 § -2
0 1 2 X o 1 2
Time -8 Time g
= Q
z 15 x 10 % 10 x 10
3 1 2
o 3 s
5 g
£ -05 8
I
2 - < -5
0 1 2 x o 1 2
Time X 10*3 Time X 10*8
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the differential equations se#.013-(4.16) with
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Figure 4.6: Simulated waveforms of the circuit in FMgbusing two different
approaches: by first finding the initial conditions of thetestspace descrip-
tion and through solving the differential equations set.
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4.4.2.1 Introduction

In previous work §ok75 Man9Q Chu94 Cha0], one or more of the following as-
sumptions or simplifications (approximations of real bebigvare made:

* the transistor acts as an ideal switch

« the inductance of the DC feed inductor (RF choke) is infinite
* the quality factor of the resonant tank is infinite

e one or more passive components are linear

* circuit devices have no parasitics

« electromigration does not take place

In [Gup0] a CMOS RF power amplifier including on-chip matching netkis op-
timized using a simulated annealing based tool. For theigich of the parasitics in
the Computer-Aided Design (CAD) optimization, a compadtictor model is created
for a specific geometry and valid for a limited range of induatalues. In Cho03 a
CMOS class E power amplifier with bond wire and silicon industs optimized using
simulated annealing.

All published solutions use a fixed model for the inductathei limited in the physi-
cal geometry or in the lumped representation of the indu&quare silicon inductors,
although easily implementable and commonly used in anynt@olgy, do not provide
the best performance. With the tool described next, theilpiigsto seamlessly add
new coil geometries offers the advantage of being able te tekefit of new trends,
such as the trend that foundries nowadays allow at leasgjoa# structures. Alterna-
tively, the designer might want to use a broadband compadehiGao03 for better
representation over a wide frequency range or to have thibiflgxto use their own
model. Another important issue related to power amplifisigieis the maximum cur-
rent that can flow through the transistor and interconneesslito achieve the desired
output power. One of the problems for current values in tingezof 500 mA is elec-
tromigration. This problem is not only related to the largerents that flow through
the metal lines, but is also due to the fact that, at radioueegies, the skin effect must
be taken into account when designing an inductor. Accunateedficient RF design
automation therefore requires that all of the above issarde taken into account by
using an integrated tool flow such as the one presented isubisection.

The methodology (described in detail4m.2.9 has been implemented in a software
tool called RMPER 2 and encompasses a simulation based circuit optimizen (I

3 [Fra03, which is part of the developed software environment prtest: here) and
device profilers that accurately extract device layout giics that are then used in
user-defined device models within the\lCE tool. The DANCE module is discussed
in detail in4.4.2.3 The principle of device profilers is treated4¥.2.4

2PAMPER stands for Power AMPIIfiER.
3DANCE — Device-level ANalog Circuit Environment
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Some of the features of the proposed methodology and todéimgntation include:

« simulator independence (currently configured to work VEktio™, HSPICE and
MATLAB ®)

» knowledge in the form of objectives and constraints isesion a template which
can later be reused

 replacement of any device by user-defined device models

« information on process variation of the inductors and otievices can be taken
into account during the optimization

* integrated support for taking the maximum current thatflawthe inductors into
account during optimization (needed for meeting the ebeaigration constraint)

4.4.2.2 Tool Methodology

The proposed methodology encompasses a preparatory ptash (s represented by
the shaded part at the top of Fi4.7) and the actual automatic design optimization
where the start is a given circuit schematic. For power degithe influence of coil
parasitics has a severe impact on the overall efficiencyeoPth However, accounting
for these parasitic effects in the design is tedious and toresuming. Especially in
the case of silicon inductors, the resulting model is comjaled difficult to analyze
theoretically. Still, the presence of parasitics needsetddiken into account during
simulation and sizing of the circuit schematic. To this ead,analog device-level
circuit simulation and sizing tool (ENCE) that allows to take user-defined models for
any selected device into account is developed. This pies®ftfvare — a tool on its
own — is elaborated in the next section. However, the modelmpeaters should also
be made available to this tool. For the methodology preseiméee this means that a
database of model parameters should be generated for tleesiencluding the effect
of layout parasitics. This is done by device profilers 42e2.4.

One last input to the BNCE module is a rule-set containing design constraints (such
as the desired output power, maximum acceptable voltagerabn, maximum drain
voltage slope before turn-on, ...) and objectives (suchasmum efficiency) for the
circuit. This can be either inserted by the (experiencedijgier or a default template
can be selected that already includes expert designerisledge. The ANCE tool,

the optimizer and the device profiler are all written in stadC code resulting in fast
execution times.

4.4.2.3 Automated Analog Circuit Sizing

Overview

Automated analog circuit sizing approaches can be clagsifi® two broad cate-
gories [Car9§. A first class is theknowledge-basedpproach. The main advantage
here is the computational speed. Drawbacks of this methedhar flexibility and
the time needed to develop the knowledge plan. Moreoves,glsin usually has to
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Figure 4.7: Flow diagram of theaRIPER tool.

be adjusted to support new process technologies. Anotlssilpe disadvantage is
that the accuracy is proportional to the complexity of thanpl In a second class,
the optimization-base@pproach, two subcategories can be found: equation-bgsed o
timization — which suffers from similar accuracy limitati® — and simulation-based
optimization. The big advantages of the latter are its fléigfband accuracy. It has
the same accuracy as the simulator normally used in harftt@drsizing. Here an opti-
mizer iterates over simulations for different values ofdlegice parameters to tune the
circuit performance. However, the penalty clearly residebe longer CPU time. The
continuous increase in computing power alleviates this/deak partially.

Especially if parasitics (of active and passive componeants taken into account, an
analytical solution for finding the optimal parameters odlag (RF) circuits becomes
difficult. Therefore, the tool that is capable of:

 performing parameterized simulations (through the use@¥I if desired) using
any circuit simulator (can be configured without changirgdhde)
* sizing a given circuit topology from scratch

e automatic replacement of any device, active or passivesusyomized device
models (taking e.g. parasitics into account)

* retargeting a sized schematic:
— to a new process technology

— toward new performance specifications
— to fine tune (optimize) an existing design

Sizing Methodology

The implemented sizing methodology is a simulation-baggitgzation approach us-
ing a differential-evolution optimization algorithn${o9q (the global optimizerblock
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in Fig. 4.7). The key property of this optimization algorithm is thag#nerates new
parameter vectors by adding the weighted difference vdmtween two population
members to a third member. If the resulting vector yieldsveeloobjective function
value than a predetermined population member, the newlgrgéed vector replaces
the vector with which it is compared. For each vectog of generatiorG, a perturbed
vectorvj g+1 is generated as follows:

Vi,G+1 =Xr,G + F - (X6 — Xr3,G) (4.20)

The indexes, r> andrz indicate three randomly chosen individuals of the popaiati
They are mutually different integer indexes [0, (N — 1)]) and also differ from the
running indexi. The (real) constant factdf (e [0, 2]) controls the amplification of
the differential variation. The vectot, g that is being perturbed has no relation to
the vectorx; g that will potentially be replaced. To increase the potémtigersity of
the perturbed parameter vectors, crossover is introdudede information about the
algorithm and details of several variants or strategiecémstructing new parameter
vectors can be found irSto95 Sto9q. In addition, this algorithm has been altered
to include parameter bounding, stop criteria and mixedinantis/discrete parameter
support.

Any circuit variable (device sizes, component values, bigsts, ...) can be selected
as optimization parameters. Furthermore, one or more @ation objectives(min-
imize, maximize) can be specified as well as a number of (peednce)constraints
(e.g. AL > 60dB orVpoga < 0.1V). All these requirementsn(objectives andn
constraints) are combined into a single cost function wiigh be evaluated by the
optimizer:

1=n
i=1

P — Psim;
+ Weon: ma _Speg — Tsimj (4.21)
jel1,m] Pspeg

with Wopj andWeon the weights for the cost due to the objectives and conssaiet
spectively, and wher® indicates performances, either simulated or specified h Wit
properly scaled weights (which is very easily accomplighéte optimizer will first

try to find feasible solutions (satisfying the constrairasyl then further tunes the pa-
rameters to optimize the objectives. This scaling canyasiladjusted manually after

a “dry-run” (which could also be automated) and only requires altetivegorder of
magnitude of one of the weights depending on the cost vallishvare logged. In
order to deal with complex problems with many constraintsjimimax problem for-
mulation is used in4.21). When the genetic algorithm proposes bad combinations of
parameters (e.g. out of bound), a “high” cost is assignegd (&F) to such solutions.

In order to facilitate the automated optimization of spedifircuit classes (Op-Amps,
comparators, ...), constraint and objective templatedednaded. These could have
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been stored for re-use by the designer himself or provideghiogher expert designer.
Furthermore, in order to realistically take parasitics ctivee or passive devices into
account, customized device models can be input to the tdgl.4B illustrates such
model for an inductor. In the AMPER tool these models are entered using standard
SPICE syntax. The actual values for the components thataatepa specific device
model are derived beforehand in a tabulated form by devioélgrs (that can steer
external tools). The effective values of the devices in tloeleh are calculated by the
optimizer depending on the optimization parameters andtgyaction with the device
profiler (see Fig4.7).

4.4.2.4 Device Profilers

In principle, a profiler for any device could be implementadowever, for devices
such as capacitors, pads, interconnections and trarssiger parasitics dependent on
the layout implementation can, with limited complexity, inanually extracted by the
designer or have already been analyzed and included in alé&dge library. Coil
parasitics, on the other hand, need more attention and iopthrpose an automated
extraction tool has been included that can interact witkren tools.

Inductor Parasitics

For the power amplifier design optimization tool, a devicefiter for the coils is de-
veloped in order to generate the parameters for the coil mimaduding the effects of
layout parasitics. To this end, an external tool is calleat&culating the model param-
eters, which are then stored in a table (by the coil profile)e accessed later during
sizing (by the IANCE module). The external tool used for analyzing silicon induc
tors is ASITIC [Nik98]. The coil profiler should be run only once for each technglog
process and takes a range of inductor values as input togeithe

« the technology process
« the circuit operating frequency and

« the inductor geometry

Then tables are generated (for different currents) by AS]Tiking the selected model
(see Fig4.8) and parsing the ASITIC output file. The information retudny ASITIC

is the required inductance together with the device modelrpaters and layout infor-
mation (number of turns and turn spacing). For each coil rhanié maximum allowed
current a table is thus generated, containing a discrdtefldifferent inductor values
within a specified range. This range typically includes daddlvalues around an an-
ticipated value for the target application. Since the talalee generated only once for
each technology the computational time is less importappically, a table contains
about ten entries which each take around 20 minutes to genéther values for the
inductors are then linearly interpolated. This technicgiexperimentally verified (by
comparing interpolated values with the result obtainedh WSITIC for the exact val-
ues) to be accurate enough. Hence, no expert knowledgedgaé¢e select the range
of inductor values and sampling density.
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(a) Integrated spiral and bonding wire inductor.  (b) Equivalent lumped circuit model including
inductor parasitics.

Figure 4.8: Example schematics of possible device modelarfanductor
serving as input to the ANCE tool. Any customized model representing
more complex inductor layouts (octagonal, hexagonal) etca more accu-
rate representation over frequency can be used.

Bonding wires (Fig4.8(a) are still commonly used to get the best performance due
to their higher quality factor. It has been shown that the mreebonded bonding
wires have less than 5 % inductance variation and less thaquedisy factor variation
[Lee9§, making them suitable for integration. The inclusion o&aistor in series with
the inductor is a simple way of representing its losses @&B(b).

Capacitor Parasitics

At RF frequencies, the use of poly-poly capacitors is ugualbided. The high sheet
resistance significantly degrades the quality factor ofttqgacitor. This effect is more
noticeable as the frequency increases and the associasekloan be considerable.
Metal-metal capacitors (Figt.9(a), existing in new technology processes with more
emphasis on analog RF circuits have a relatively good gualitor, making it suitable
for high-performance circuits. Care must be taken with tlirng. The series induc-
tance () limits the maximum cut-off frequency of the device. Only feequencies
of interest much lower than this value is the high qualityuasd.

For frequencies below 1 GHz, discrete SMD (FHg9(a) capacitors can still be used
if their value is in the range of a few picofarads. For highalues of capacitance or
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(a) On-chip metal-metal and SMD capacitor. (b) Equivalent capacitor circuit model including
parasitics.

Figure 4.9: Possible capacitor elements including pacadir accurate rep-
resentation over frequency as used by thevDE tool.

frequency of operation, the only possible solution is to assompletely integrated
solution. If metal-metal capacitors are not available mtichnology, capacitors with
combined lateral and vertical field components are a pralcmution Apa0d. Some
structures can even provide higher oxide capacitance tgethain the more expensive
to manufacture metal-metal capacitors.

The lumped model from Figd.9(b) can be obtained with a generic electromagnetic
analysis program by considering the oxide between the dapantates as the via of
an inductor and then curve fitting the results to a capacgaivalent model. ASITIC
takes this approach, making it equally suitable for analyziapacitors. Parasitics to
substrate can be minimized by either using a high-resigtdtibstrate or by placing a
ground shield underneath. The latter technique can alssée 10 prevent the sub-
strate resistance from injecting noise currents. The mfmdeh SMD capacitor can
be obtained from the manufacturer datasheet or easily meghulith a vector network
analyzer.

Pad and Interconnection Parasitics

In any circuit that has to connect to the outside world, a patecessary (Fig.10. A

pad can be simply a stack of metal layers connected throwagh Where a low capac-
itance value is required only the top metal layer can be usésh, some applications
require isolation from the noisy substrate or a well defimagedance. The solution
in this case is to place a ground connected metal shield ned#r. The resonance
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(a) Shielded (top) and unshielded (bottom) bond (b) RC representation of the devices on the left.
pad. A lower metalization layer is used to effec-
tively shield from substrate losses.

Figure 4.10: Lumped circuit models of a shielded and undbitpad. The
DANCE tool can use these and other equivalent models.

frequency decreases as the capacitance now has a higher Vale advantage is that
the capacitance has in this situation a well defined value.

Interconnections can be modeled as a simple pad model. Digygeon the frequency,

it might be more accurate to also include in the model theesegsistance and induc-
tance. In this case the model will resemble the one used éointkgrated capacitor of
Fig. 4.9

Transistor Parasitics

For the transistor, a simple switéhcan represent its off- and on-resistance, although
a more complete model can also include losses due to nonsgetching time and
lead inductanceRaa78lh. For CMOS integrated circuits, the BSIM model is usually
available. This rather complex model includes effects agimodeling of noise and
temperature effects. The new version (BSIM4) is tailoretsfd-100 nm devices and
includes, for example, the substrate network necessagcfarrate RF design.

In a class E amplifier, power is dissipated due to the switthesistance Ron)
(Fig. 4.11). The efficiency can be approximately given iRaa78b

R

~ N 4.22
R. 4+ 1.365RoN ( )

n
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Figure 4.11: Possible equivalent circuit for a transistormiclass E power
amplifier. The model includes the off- and on-resistancethedapacitances

between the gate and the other three terminals. It givesfaetiory results
when applied to a class E power amplifier.

where
8 V3
R = DD 4.23
L 72+ 4 PoyT ( )
In the above equation and for a constant output power we have
RL o V3p (4.24)

which leads to the conclusion that the higher the voltagénitieer the load resistance
RL. This in turns means that more power is available to the load fixed loss in the
parasitics of the series-tuned output filter.

Other Parasitics

Care has been taken so that any structure that can have a &fieSentation can be
optimized. As an example it is necessary to consider the/déla transmission line or
the losses associated with other parasitics where the Hibenattached. Up to certain
limits the non-dissipative parasitic elements (inductord capacitors) can be included
and masked in the overall amplifier characteristics wittsdgmificant decrease in per-
formance.

4.5 Optimization Experiments

As mentioned, one of the difficulties in the design of clas®®gr amplifiers resides in
the lack of precise analytical equations for analysis amtt®sis. As such, simulations
will be used to get insight on the influence of parasitics @ndincuit performances.

The next four experiments will take the generalized clase\Egp amplifier and opti-
mize it for the maximum DE for various operation conditiof&e influence of dif-
ferent circuit elements parasitics or different desigreotiyes is presented in a tabled
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form together with a figure to better illustrate the resultsthe last experiment, a two
stage class E power amplifier is optimized.

In the first example, the effect of different supply voltagel hductor parasitics in the
DE and PAE is given. While the second experiment deals wiflerdifit output levels

and constant frequency, the third covers an amplifier wifleidint transistor sizes for a
constant output power. In the last in this series, the infleasf different frequencies of
operation with a constant output power is presented. Rireallapplication example for
a two stage differential class E power amplifier is given.His xample, the limiting

parasitics for passive and active components are includéekir accounting during

optimization is essential for maximizing the circuit’s eféincy. The amplifier from

Fig. 4.12is studied under the following conditions:

» class E operation conditions are always met &82.9

» transistor and inductors have parasitics

0.35 pm CMOS technology

 square wave input signal with amplitude equal to the suppliage

The simulator that is used in the following experiments iddt1 [Eldo]. However,
the tool works with any (circuit) simulator (or general-pase program) as long as it
outputs its results to a file. The simulation configuratioddae once by simply editing
a form in the user-interface and is pre-configured for EIddSPICE, and MTLAB®.

To account for driving power and in order not to change thelte®btained for the
DE, the average power necessary to drive a capacitive [Og ¢an be approximated

by

Pin = @.Cqq.Vip- f (4.25)

The constani (the value of 1 will be used) represents a proportionalittdarepre-
senting an inverter chain driving the transistor total ingate capacitandggyg. Finally,
each one of the simulations is optimized for maximum BE) The results are now
presented for different case studies.

4.5.1 Influence of the Supply Voltage and Inductor Quality Factor

In order to show the relation between the inductor qualittda(Q) and the supply
voltage, the circuit from Fig4.12is simulated considering a bonding wire inductor
(QL=40) and an on-chip spiral inducto®( =7). For reference, simulations assuming
an inductor without losses are also given.

The results of these simulations, with the inputs given ihldd.2, are presented in
Fig. 4.13(a) From what can be seen, the drain efficiency is almost equbiraiepen-

dent of the supply voltage, being much more dependent omthestor quality factor.

Note that in the case of lower supply voltages (imposed byrtelogies with smaller
geometries) it is not possible to achieve the desired oytpaer.
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Figure 4.12: Class E amplifier schematic with the switchiagice replaced
by a NMOS transistor. In this way, the effect of the differeapacitances be-
tween the gate and the other terminal are considered. Gap@gin Fig.4.3
is now the drain-bulk capacitance of the MOS transistor @adtancg X is
merged with the inductol o.

A higher supply voltage does not allow to get a higher DE (Bid3(a). This can be
justified by the fact that§ok73

8 V2
R = DD 4.26
- T2+ 4 PouT ( )
P
Cp= YT (4.27)
2
JTa)VDD

have opposite relationship to the power supply voltage. histtansistor capacitance
decreases, the load resistance increases with an inageagiply voltage. The ideal
is to balance the losses in a smaller transistor (higheesistance) with a higher load
resistance.

Regarding the power added efficiency (PAE, Eid.3(a), going to higher supply volt-
ages has some advantages. This is due to the fact that tiséstoaris smaller4.27)
and if the supply voltage on the previous stage is kept cahstas now possible to
save on driving power, therefore, increasing the PAE withinaneasing supply volt-
age (Fig.4.13(b). Moreover, a lower current is necessary to achieve the sanpait
power, hence, reducing the electromigration reliabikigues.

In this situation the parasitics are relatively small, iegdo an efficiency higher than
90 %. Basic equations already predicted that for MOSEETs normal for efficiency
to vary only very slightly withVpp [Sok79. Results in Fig4.13show that this is valid

4BJTs haveVc g(satoffsey, Which reduces the effective value dpp, for producing RF output
power from a switching-mode RF PA (e.g., class E or D). Thecéffe value ofVpp is [actualVpp -
VcE(satof fsepl- But the value oVpp from which the DC input power is calculated, is the acgh, as
PsuppLYDC = VDD IDD- By comparison, MOSFETSs do not have a saturation offsetgeltao the full
value olpp is used in the equation that predicts RF output power.
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Table 4.2: Inputs for the first experiment: influence of thew voltage and
inductor quality factor.

| Simulation Conditions || Variables |
Input frequency: 850 MHZ| Supply voltage
Output power: 0.5 W Inductor quality factok [7, o]

Table 4.3: Effect of the supply voltage and inductor qualégtor on the
circuit sizes.

| QL | Vop | M1 | Ly | Lo | Co | RL |
23V || 11134 ym| 11.75nH| 251 nH| 24.7 pF| 3.54Q
oo | 20V || 13715um| 8.94nH| 2.18nH| 25.8pF| 2.86%2
10V || 41203 pum| 2.71nH| 1.16 nH| 36.7 pF| 0.81Q
25V || 13832um| 6.39nH| 1.55nH| 65.0 pF| 3.03Q
40 | 20V || 16000 um| 3.82nH| 1.44nH| 48.2pF| 2.79Q
1.0V || 66467 um| 0.91nH| 0.50nH | 103.2 pF| 0.54%
25V || 17399 um| 1.59nH| 1.29nH| 64.7 pF| 3.28Q
7120V | 25986 um| 1.00nH| 0.86nH| 88.8pF| 2.21Q
15V || 43435um| 0.62nH| 0.45nH | 169.8 pF| 1.05%

100 100
90 +—t+ 9 75
Q= Q=e
80 O———e—p 80+
70t — 70t ﬁi
= Q=40 S = Q=40
S 60r & e0r
> >
g % 5 sof
£ 4ol 2 Lol
i 40 Q=7 b 40 Q=7 éﬁ;@b
301 : Co——6——=0 30F : :
20 : : 20 : :
—©— PAE —-©—- PAE
0 - : : : - ’ 0 - ; - : - ’
0 0.5 1 15 2 2.5 3 0 0.5 1 15 2 2.5 3
Supply Voltage (V) Supply Voltage (V)
(a) With Vpp in (4.25 equal to the supply volt- (b) With Vpp in (4.29 equal to 1 V.
age.

Figure 4.13: Drain Efficiency and Power Added Efficiency asirecfion of
supply voltage for different inductor quality factogy_ .
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even in the presence of important parasitics. In additiag, £13(a)reveals similar
behavior for the PAE.

Consequently, if the goal is to have a totally integrated lidimp on-chip spiral induc-
tors limit the maximum drain efficiency to about 40 %. Howewvethe intention is
to have an amplifier with an efficiency in excess of 50-60 %, ube of high-quality
inductors (bonding wires) is mandatory. This fact is illastd in Fig4.13(a) Finally,
circuit sizes are given in Tabke 3

4.5.2 Influence of Different Output Power Values

When designing a power amplifier for a maximum given outputgrouhe question
can arise on whether the usage of one single amplifier or pheliarallel amplifiers
(with the same total maximum output power) is more benefigiahot. Three sim-
ulations with three different output power levels are perfed with the objective of
studying this effect. The circuit from Fig.12is optimized for highest drain efficiency
under the conditions summarized in Ta#dld. The results for output power from 2 W
until 0.25 W are given in Figd.14 Optimized component values are also summarized
in Table4.5. The results show that the DE remains constant and is indepéiwof the
output power level. The situation is somehow different foe PAE where one am-
plifier at a higher output power has a transistor size skgshaller than the sum of
two amplifiers having each one of them half the output powé&e donsequence of a
reduced input capacitance is the reduction of the poweratttdrive the amplifier.
This can be seen in Fig.14where the PAE decreases with a decrease in the output
power. Device circuit sizes in Tab#e5show the expected from theor$¢k75: the re-
duction of the inductance size and output load resistarmregakith the increase of the
output filter capacitance. Also, because capa€itgrepresenting the transistor output
capacitance, is proportional to the output powk27), an increase in the transistor size
is expected.

The above results tend to support the idea that, for the daseximum drain effi-
ciency and the highest output power level, there is no diffee in building one big
amplifier or use smaller amplifiers in parallel. For the cafspavallel amplifiers, it is
also necessary to consider the losses in the combinertoivbigh can in some cases
make one topology more efficient that the other one.

4.5.3 Influence of Different Transistor Sizes

For the specific case of a class E power amplifier (Big2), it is commonly assumed
that having a higher switch-on resistance necessarilyi@sal less efficient amplifier
[Raa78h. This is true in case the shunt capacity (n Fig. 4.12) is not the parasitic
drain-source capacitance and thus can have its valueasglacependently of the tran-
sistor width. To evaluate this effect, a simulation of a tgbiamplifier (Fig4.12under
the conditions from Tabld.6is performed. Tabld.7 and Fig.4.15present the results
for the case of having transistor sizes ranging from 4 to 24 ébove the threshold of
16 mm, the DE stays constant for an increasing transistahwitherefore, a decrease
in the switch-on resistance does not translate to an inereathe drain efficiency if
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Table 4.4: Inputs for the second experiment: influence dédiht output

power values.
| Simulation Conditions || Variables |
Supply voltage: 2 V Output powere [0.10 W, 2.00 W]

Input frequency: 850 MHZz
Inductor quality factor: 40

Table 4.5: Circuit sizes for different output power values.
| Pout || Mi | Ly | Lo | Co | RL |
2.00W || 66987 um| 0.93nH| 0.44nH| 1285pF| 0.64Q
1.00W || 28498 um| 1.87nH| 0.85nH| 70.9pF| 1.55Q
0.50 W || 16000 pm| 3.82nH| 1.44nH| 48.2pF| 2.79Q
0.25W || 968lpum| 7.49nH| 2.84nH| 23.1pF| 4.25Q
0.10W | 3664 pum| 18.03nH| 6.74nH| 10.7 pF| 11.94Q
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Figure 4.14: Efficiency for different output power values.
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the shunt capacitor is the transistor output capacitarids.the coupling between the
output capacitance and the transistor width that causgefieict.

Despite the highest DE being obtained for a transistor lkeafiabout 16 mm, this does
not reflect in the PAE. A smaller transistor, although hawnbigher on-resistance,
can be used to make a more efficient power amplifier. As sualanaistor size in the
range of 8 mm will indeed produce the PA with the highest PAK.(E.15. Never-
theless, a slight change in the circuit is necessary bea#ube relation between the
output power and shunt capacitande?. This capacitance must be increased, either
by increasing the drain-bulk capacitance or by using araedpacitor in parallel. The
results where this capacitor is increased are represegtadibshdot line in Figd.15
and by the symbol T in Tabl.7.

In conclusion, increasing the device size beyond the minimequired, although re-
ducing the switch-on resistance, does not improve the @féiziency.

4.5.4 Influence of Different Frequencies of Operation

The model in Fig4.12 has a good agreement with a more complex one where the
transistor is modeled with its BSIM3 model. In addition, foequencies much below
the transistor cut-off frequencyf{), the capacitance can be considered constant in
terms of frequency. As a consequence this allows the PA efiiiyi to be tested in
terms of frequency.

In the following set of simulations, the bonding wire indactjuality factor Q) is
considered a constant on all frequencies, in spite of a {tlireensional inductance
extraction program (FastHenry), showing that inductoilesaesistance, due to the skin
effect, increases with frequency. In this way, only the @ff a different frequency is
seen in the simulations. Tab#le8 summarizes the optimization conditions.

Nevertheless, if the corrected resistance is includedenstmulations, the efficiency
will slightly increase for frequencies below 850 MHz, anadidmse for higher frequen-
cies. Although this may be true, the changes are not largegimto change the relation
seen in Fig4.16and the graphic has the same bearing. As such, DE still isesaaith
an increasing frequency for values in the neighborhood 6fi@5iz. The optimized
component sizes are given in Tall®.

Fig. 4.16 presents the DE and PAE results obtained as a function of sigoal fre-
guency. As can be seen, both the drain and power added effjdiecrease for an in-
creasing frequency. These results are an indication ttmpadson of different power
amplifiers has to be done at a similar frequency of operatiofact, different CMOS
technologies with different characteristics and otheapsaters do influence circuit
performance. This once more supports the assertion thatotingarison of different
circuits is a research field on its own.
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Table 4.6: Inputs for the third experiment: influence of elifint transistor

sizes.

| Simulation Conditions

|| Variables

Supply voltage: 2V

Transistor widthe [4000 pm, 24000 pm]

Input frequency: 850 MHZ
Output power: 0.5 W
Inductor quality factor: 40

Table 4.7: Optimized circuit sizes considering a fixed tistos size.

| My ||

Ly

[ Lo

Co |

R |

24000 pm

5.10 nH

0.98 nH

79.9 pF

1.35Q

20000 pm

3.87 nH

1.25nH

58.1 pF

2.03Q

16000 pm

3.82 nH

1.44 nH

48.2 pF

2.79Q

$12000 pm

3.79nH

1.40 nH

51.0 pF

2.89Q

18000 um

3.29 nH

2.08 nH

25.5 pF

3.44Q

$4000 pm

1.88 nH

2.65nH

17.1pF

3.38Q
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Figure 4.15: DE and PAE for an amplifier with different trastsr sizes.
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Table 4.8: Inputs for the fourth experiment: influence ofedént frequencies
of operation.

| Simulation Conditions || Variables |
Supply voltage: 2 V Input frequencye [500 MHz, 1200MHz]

Output power: 0.5 W
Inductor quality factor: 40

Table 4.9: Resulting device values optimized for differéetjuencies of
operation.
| Frequencyl| My | Ly | Lo | Co | R |
1200 MHz || 12024 pm| 3.15nH| 1.07 nH | 30.2 pF| 2.45Q
1000 MHz || 13225 pum| 3.44nH | 1.42nH | 31.3 pF| 2.80Q2
850 MHz || 16000 um| 3.82nH | 1.44nH | 48.2 pF| 2.79Q
700 MHz || 20274 um| 4.02nH | 1.74nH | 58.8 pF| 2.76Q
500 MHz || 22274 um| 4.83nH| 2.92nH | 59.6 pF| 3.65Q
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Figure 4.16: Variation of the DE and PAE with varying opesatfrequency.
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50Q 50Q

Figure 4.17: Circuit schematic of the differential two stagjass E power
amplifier. Appropriate parasitics are included for betepresentation of the
losses. Measured efficiency should thus be similar to thenoped value
obtained here.

4.5.5 Two Stage Amplifier

Of course, more complex and more functional circuits cao bésoptimized and stud-
ied. As an example, the circuit of Fig.17is optimized for highest drain efficiency
in a 0.35 um CMOS technology process to meet class E opetatider the following
conditions:

* supply voltage: 2 V
* input frequency: 850 MHz
* input power: 10 dBm

e output power: 1 W

After including all relevant device parasitics to the rattto better represent the silicon
implementation, the circuit is optimized.

The resulting drain efficiency, including the effect of theuctor parasitics, optimized
by the RAMPER tool is 63 % (power added efficiency is 62 %). Here, the optadiz
result will be close to the measured one because the penficerlaniting parasitics
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Table 4.10: Constraint template.

| Block | Constraint / objective | Value |

Power Supply Dissipation minimize
Inductor current (RMS, MAX)|| < 500 mA
Vpsg at turn-on <20V

Driver Stage | Vps at turn-on > 0.0V
Vps at turn-off < VTH
Vps at turn-on <01V

Output Stage| Output Power =1W
Vpsin the last half period >-0.2V
Vps slope at turn-on <9e9V/s

(from the transistor, pad, etc.) are taken into accountid®sshe inductors, all other
parasitics are modeled from the layout using SPICE subitsrainere the model values
are calculated by the tool during sizing. The advantagesaisttie sizing is completely
automatic. Simulation results of the optimized circuit ah®wn in Fig.4.18 Both
the (optimized) drain efficiency and the power added effoyeas a function of the
input power are plotted in Figt.19 Finally, Fig.4.20illustrates how the results of the
optimization algorithm evolve by plotting the minimum cegrsus the number of it-
erations. It can be clearly seen that functional circuitsr{plying with all constraints)
are found after about 2000 iterations (resulting in a lamg decrease). This corre-
sponds to one hour of optimization time on a multi-user, Isipgocessor (Intel XEON
2.4 GHz) PC. Although one of the stop criteria (minimum caatiation threshold) is
met, the optimization process is deliberately continueddftotal optimization time of
more than three hours) to verify the optimality of the obégirsolution which did not
further improve.

The constraint (and objective) template that has been wsdti§ experiment is illus-
trated in Tablet.1Q This information is based on the designer’s knowledge efidats
realistic operation conditions. When the constraints ferdhiver stage are omitted, the
amplifier has a 5 % higher efficiency (i.e., a drain efficientg® %). The automated
tool methodology allows to quickly evaluate these kinds eivririals before invest-
ing precious time in a more in-depth analysis. The impactoofstraints like these is
hard to derive theoretically and could not have been found manually handcrafted
design. Both circuits sizes are given in Ta#ld1 Attention has to be drawn to the
relatively small value for the driver stage transistor \Wwidthen no constraints are used
for this stage. Although the simulation waveforms have timeeted class E behavior,
it is found that the amplifier works on the edge of stabilityayAslight variation in the
circuit sizes lead to a nonfunctional amplifier. As such, rireximum value of 68 %
for the DE is to be seen as the maximum possible value.
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Table 4.11: Optimized circuit sizes for the circuit in Fgl7for the situation
where the constraints are applied to both stages or onlyetoutput stage.
| Constraint|| M> | Lo | M1 | Ly | Lm | Cwm ’
both stageg| 2136 um| 1.40nH| 10139 um| 1.76 nH| 3.93 nH | 8.45 pF
outputonly || 260um| 2.10nH| 8978 um| 2.20nH| 3.90 nH | 8.60 pF
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Figure 4.18: Simulated waveforms of the optimized class ®egvcampli-
fier: drain current and drain voltage of the output transistatained with
a sinewave with a 1 V peak voltage (+10 dBm input power). Duéh®
switching nature of the amplifier, sharper edges on the ntumaveform
are obtained for a higher peak voltage which when on-chipbeaabtained
without the need to be matched to a@0esistor. And thus saving in the RF
input power. Nevertheless, the transistor/switch cunthinever be similar

to Fig.4.6(b)due to the reason that the output stage is not driven by agterfe
square wave.
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Figure 4.19: Drain efficiency and power added efficiency ef dptimized
circuit as a function of the input power.
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Figure 4.20: Minimum cost evolution during optimizatiorhnéloptimization
is forced to continue after meeting one of the stop criteria.

4.5.6 Comparison with Previous Approaches

In previous approaches the designer is limited by (1) a fispdlogy and (2) the im-
possibility to include parasiticsgha0]. Parasitics are taken into account &yp0]
and [Cho03. Although [Gup0] included inductor parasitics in the design, they are
limited to square inductors. Also, the equations desagiliive inductor are inflexi-
ble to include more complex inductor layouts (octagonakalgenal, etc.) or models
such as the ones given iNik98, Cao03. In [Cho03, the possibility to also simulate
bonding wire inductors is added.

In the RMPER tool described here, new and more complex circuit topolbgan be
easily simulated and, at the same time, new SPICE device Inoda be included.
These models can describe more complex geometries or a rooueate representa-
tion over frequency. For the specific case of power amplifigrs current flowing
through the circuit branches is high and thus it is of vitapartance to include the
maximum allowed current density. Process variations a@addressed by generating
different models for each corner. To the authors knowletigeeproposed software tool
is the first to tackle all these problems (including electignation constraints) simul-
taneously during sizinggamo04.

45.7 Final Remarks

Other models than the ones that are used./2.4can equally well be used by sim-
ply providing the equivalent netlist as input. An equivdlerodel for the transistor as
shown in Fig.4.11, where the transistor is replaced by a simple resistor amanibst

important parasitic capacitances further reduces thenigdtion time from one hour
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to less than 15 minutes. The model values for the selected-@esined) transistor
model are calculated by combining layout information (tfesistor size and geom-
etry) with information from the foundry (the model file). Theformation from the
layout, such as transistor folding, enables to accurately the major parasitic capac-
itances and its resistance. Although the transistor madehly accurate within 5 %
of the real transistor (in transient simulations), the sapténal efficiency is found for
the synthesized PA.

4.6 Conclusion

Methods to optimized the class E power amplifier have beesepted. The state-space
description has been shown to be a simple and quick way ton@aithe solution.
However, the difficulty resides in the fact that it lacks flahty. Moreover, adding
parasitics or modeling some non-linear devices stronglseiases the simulation time.

To overcome the above limitation a parasitic-aware poweplidier design optimiza-

tion tool has been presented. The modular software arthitethat is developed to this
end seamlessly integrates a highly efficient (genetichugttion program, an analog
circuit sizing tool and a device profiler. By rendering th&sst two modules parasitic-
aware, an accurate RF design optimization tool is obtai@ee of the device profilers
(namely the coil profiler) makes use of an external progra®ITAC/FastHenry). The

profiler can also be configured to interact with other toolsextracting this kind of

information.

The RMPERtool has been used to gain insight on the generalized class/&r@ampli-
fier. The influence of different design variables is givens keen that in order to have
high efficiency, inductors with a high quality factor andséstors with small input ca-
pacitance are a must. In a last example, thePER tool has been used to optimize the
drain efficiency of a class E power amplifier for mobile comications including all
the performance-limiting parasitics of active and passivmponents. The complete
sizings are obtained in less than one hour CPU time. The épt#hization time is
further reduced from one hour to less than 15 minutes by diictua simple transistor
model.

The methodology is not specific for switched type amplifieinear amplifiers can be
optimized and thermal aspects and stability of the tramsisir ACPR can be consid-
ered by a proper user defined constraint template. Althowgigded for RF power
amplifiers, RMPER is general enough to be useful for other applications whare-p
sitics must be taken into account.

The next chapter presents techniques to increase the supiphge in commercial
CMOS technologies beyond the maximum stated by the founbeghnological and
circuit solutions are given alongside the advantages aadishcks of such an ap-
proach. Applicability to the design of class E power ampiffis then discussed.



High-Voltage Operation

5.1 Introduction

In the previous chapter, the basic class E amplifier topolag/been extensively opti-
mized with the inclusion of basic parasitics to better reprd final circuit implemen-
tation. In the different aspects of the design it has alwaentassumed that the switch
characteristics are fixed, i.e., without considering thesgaility of different active de-
vices, such as the Lateral DMOS (LDMOS). This chapter as sochplements the
previous study in this respect.

More advanced CMOS technologies have the advantage ofenggbmetries and

distances which reflects in lower parasitics. Most of thésgacteristics hold true for

the majority of the circuits. However, for power driving @iiits, each new technology
means that the same output power which is dictated by thdatds, has to be achieved
with an ever decreasing supply voltage. This poses diffesjltas it implies that an

increasing current must flow in metallic conductors thatehaew smaller sections.

Higher current also means that every small resistance haxerased importance in
terms of power dissipation.

With the above in mind, this chapter will explore possii@ht to increase the supply
voltage beyond the stated maximum supply voltage of stah@AMOS low-voltage
technologies. The advantage is that this relatively higtage is readily available as it
is already present in todays 3.6 V batteries of mobile davice

The outline of this chapter is as follows.

In Section5.2 several alternatives the designer can use to design hiliggeocircuits
are briefly considered. Circuit and technological solugiane given and their advan-
tages and disadvantages are discussed.

In Section5.3 a LDMOS that can be seamlessly integrated on standard CMES te
nologies is presented. Device isolation techniques on cemtial CMOS processes are
briefly discussed. Common characteristics of two of the mostmon isolation tech-
nigues are then used to design a compatible transistor thr Bbe chapter ends with
suggestions on how to improve the breakdown voltage whileeasame time decrease
the input capacitance.

Experimental results are then presented in Sed&idnTransistors following foundry
design rules, the LDMOS described in the previous chaptdraher high-voltage
transistors are tested their characteristics comparedmbB&surements with different

87
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geometries are included to support conclusions on thedceffhile AC measurements
are given to show its applicability to the RF range of curranbile operated standards.

Based on measured results from the previous section, 8é&ciaddresses the advan-
tages of using high voltage for applications like RF clasotvgr amplifier, either by
reverting to an older CMOS technology or using a custom mdaeQS device. The
conclusion is that power driving circuits do not necesgagdin from going to tech-
nologies with smaller geometries. More advanced techmedogffer reduced input
capacitance and on-resistance but have the drawback ofeedireakdown voltage
and higher electromigration restrictions.

Finally, in Sectiorb.6a general overview of the presented work is given and somke fina
conclusions are drawn.

5.2 High-Voltage Solutions in CMOS

Low breakdown voltage in CMOS results from the high field niéer drain region
edge which is enhanced by the high doping concentratioreagulface. A variety of
solutions already exist that allow the designer to increasesupply voltage without
causing circuit malfunction or device destruction. Thewy te divided in two cate-
gories:

» Circuit breakthroughs, where the goal is to correctly defime operating point
such as the voltage of one transistor terminal to anothess dot reach a critical
value. The objective here is to equally stress the tramsigtbout impairing its
reliability.

» Customized silicon technologies. Although more expengivmanufacture it is
possible to have breakdown voltages high enough to be ukeftihie applica-
tions in question.

5.2.1 Circuit Breakthroughs
5.2.1.1 Cascode

The easiest possibility is to simply use the cascode staige §F.(a). An example
of this applied to a class E RF power amplifier can be foundvoop1]. The main
disadvantage is that now the voltage swing on the gate-dfdime cascode transistor
is larger than the common-source transistor. To make theral edynamic biasing of
the drain voltage of the cascode transistor is necessary.

5.2.1.2 Self-Biased Cascode

As proposed by Sowlat§ow03, the biasing is now implemented usiip— Cb with
the increased advantage of not requiring any extra bondrigdy.1(b).

For class E, the positive voltage swing around the suppliagel is larger than the
negative swing. In this case the circuit from Figl(c)is more convenient, wheig 1
and M2 have the same voltage swing at the gate-drain. Thus, theanoér effect
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Figure 5.1: Various cascode configurations: (a) Conveatj¢h) self-biased
and (c) bootstrapped.

is relaxed. As a result, the amplifier works under maximunpoupower without
showing performance degradation.

5.2.1.3 Non Zero Drain Voltage at Turn-On

The last example does not require any change in the ciféai3. Instead, it properly
selects another condition for operation. The amplifiertelesd diagram is thus equal
to the ideal class E amplifier in Fig.3.

In contrast to $ok79 that requires both the voltage across the transistor amdltpe
of the drain voltage to be zero to achieve high efficierie@(a), the amplifier is now
designed so that the switch transition from the off to the tateshas a substantial
voltage step (Fig5.2(b).

If sized as described, for the same output power it is passibiiecrease the maximum
switch voltage. Another advantage is that it has the effédowering the average
current through the switch, thus lowering conduction lssee the same conduction
angle. Experimental results iP$r93 have shown that the introduction of the voltage
step improves efficiency.

A verification of the above claims can be done with the toot thalescribed in sub-
section4.4.2 Two circuits (Fig.4.12 are optimized for maximum DE, the only dif-
ference between them being that in the optimization comstramplate, the transistor
drain voltage in one does not have to be zero at turn-on. Ter oémaining two class
E conditions must be met. As such, only the differences ohawing zero voltage in
the drain are seen. Because the optimization procedure teterministic, for assur-
ance of the results, multiple simulations are done and #melfy in the results collected.
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Figure 5.2: Voltage and current waveforms at the switch A@rommonly
designed $ok75 Raa78hand (b) with non zero voltage at turn-oR¢ro3.

Also, for broadening the possible conclusions, inductaith wifferent parasitics per
unit length and different supply voltages are simulatede @tnclusions are now given:

» The maximum drain voltage decreases up to a maximum of 2586 fhe pre-
vious peak voltage.

» The drain efficiency can be 3 to 6 % better

This simple procedure does not alter the circuit schemétigeoclass E power ampli-
fiers. Nevertheless it provides advantages, such as arageie the drain efficiency
while reducing the stress on the active device due to a lovan doltage. It is worth-

while to stress that the above improvements are a functiair@iit parasitics. In gen-
eral, the lower the inductor quality factor, the greaterithprovements, i.e., the drain
efficiency increases and the reduction in the drain voltaijebe more significant for

inductors having higher losses per unit length.

5.2.2 Customized Silicon Technologies
5.2.2.1 Lightly Doped Drain: LDD

Lightly Doped Drain (LDD) [Tsi99, common amongst current CMOS technologies,
is designed to lower the maximum electric field by having drthe depletion re-
gion inside the drain. This drain engineering method is camignused to minimize
hot-carrier effects of submicrometer devices and is aehidw reducing the doping
gradient at the gate edge. This in turn lowers the electrid firethe neighborhood of
the drain. A two step process, where first a light to moderatgdant forms the LDD
region that is followed by a heavy implant after the spacenftion for making drain
and source junctions and poly-doping for decreased sheistarce (Fig5.3).
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Figure 5.3: Device with lightly doped drain implant (LDB) surrounded by
a high-doped regiom) to implement the source and drain region.

Unfortunately, a lightly doped drain is also a lightly doyssalirce. This extra resistance
increases the channel resistance and also degrades thmumafiequency at which
a circuit can operate. The latter is especially importantfocuits designed for high
speed. One possibility to minimize this effect and as suzimaximize current drive
capability is to use an asymmetrical LDD. Yet, in a recentlgfiChe99, these devices
show a shorter hot-carrier lifetime at a fixed supply voltdge with a higherlysat.
Nevertheless, working at lower supply voltages, circuitthwthese transistors have an
improved circuit speed and power consumption without §iaorg reliability [Che99.
Consequently, they are an affordable solution for incregsircuit performance.

5.2.2.2 Thick Oxide

The usage of a thicker oxide can be a method to increase tipdysugitage without

causing transistor disruption. The new device can be seardasgice from a previous
generation implemented in an advanced technology. By badiral oxide transistors,
the 1/O circuits can use the higher voltage to connect to tiiside world while high

speed and low power can be obtained with the use of a lowehsupitage.

An example of such a device is given in Fig4. A similar structure to Fig5.3, it has

a higher breakdown voltage but has nevertheless a loweasftrequency (fr). For

a switching type power amplifier operating in current mobipplications, the latter is

usually not a limiting factor since the transistor worksel& switch and does not have
to provide current gain. On the other hand, the input capacé has a larger value
which will increase the total power necessary to drive thadistor.

5.2.2.3 Reduced Surface Field: RESURF

Invented by Appels and Vae&pp79 in 1979, it can be applied in different layers
to equally distribute the applied voltage laterally acrivsssilicon surface in the drift
region of the device. The purpose is to move the breakdown fie surface to the
substrate by depleting the layer where the breakdown isdoro8ymmetrical electric
field distribution at surface occurs when the dopim) and the thicknessdgpi)
follow: Nepi.depi = 102 at/cn?.
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Figure 5.4: In dual gate oxide technology, for applicatiovizere a high
breakdown voltage is desired, transistors featuring &thidde are used,
whereas the other devices are used for low-voltage oparatio
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Figure 5.5: Cross section of the high-voltage transistah wie poly acting
as field plate Par81.

™

5.2.2.4 Fully Customized Technology: EZ-HV

Taking the previous approach to its limit, extremely hightages are possibl€hi9q.
The possibility to fully control the number of layers, itsgilog and its thickness can
drive the specifications beyond what is commonly expected.

It is a clever way to solve the problem of hot-electrons. Wtkhick layer of sili-
con, electrons can be accelerated to a point where they eyl energy to cause
avalanche breakdown. A better way is to simply create a dewltere electrons can-
not move far enough to acquire the necessary energy to dermraent by impact
ionization [Phi99. In addition, latch-up immunity is a consequence of thedexiso-
lation used between devices on the chip. Breakdown valusseeling 600 V with an
on-resistance of 7.€/mn¥? have been measureBHio9g.

5.2.2.5 Lateral Double-Diffused MOSFET: LDMOS

Perhaps the most common way to increase the breakdown eaitagirrent technolo-
gies, is to implement an LDMOS transistd?dr87 Bal98 Cas04. The polysilicon
overlaps the drift region, acting as a field plate to redueeetbctric field near the gate
edge [5ro67, Par87, thereby increasing the breakdown voltage (K. If chang-
ing the process flow is an option, or the use of more complexmark expensive
technologies is an option, a few other possibilities ex&$hj/01, Bak02.
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Figure 5.6: Electrons with high kinetic energy upon reaghire drain lattice
can generate substrate current or destroy the thin oxidey dite the cause of
severe reliability problems in semiconductor devices. ifilckision of LDD
implants can reduce electrons speed and minimize theicteffe

5.2.3 Reliability Concerns

To maintain performance over time, reliability challengegst be addressed $i99
Gro01, Moe04. Although the most common failure mechanisms are not oteomto
the designer if foundry design rules are followed, it is méweless of interest to know
how some of these mechanisms influence and indeed limit gigrir’s freedom.

5.2.3.1 Time Dependent Dielectric Breakdown: TDDB

The time (TDDB) is the time needed to break an oxide stress#gdanhigh electric
field. The oxide is stressed as a result of the high voltaged®st the gate and the
channel underneath. Some of its characteristics are: (&sita strong dependence
on temperature (exponentially), (b) strongly depends eratiea (linearly), (c) on the
duty-cycle, (d) on the applied voltage and (e) it is a stiatjstocess.

5.2.3.2 Hot-Carrier Injection: HCI

As a result of the high electric field between the source amihdthe carriers are
accelerated towards the drain until they become balligticen reaching the drain, they
periodically destroy the drain high doped region. The isn of the LDD partially
solves this issue. Furthermore, if the gate terminal hagtavoltage value, the carriers
can be deflected and literally thrown towards the thin oxidethis case three things
can happen: (@) if they have enough energy, oxide penetsatian happen. As a
consequence variations\fy 4 can occur. Moreover, this can happen slowly over days,
weeks or even months, depending on the energy; (b) if theg kafficiently high
energy, the oxide can be immediately and permanently destrar (c) they can be
deflected to the substrate and cause considerable sulzstregats. More information
on hot-carrier degradation can be found@r§01, Moe04.

In Fig. 5.6a schematic representation of the hot-electrons effecesgmted. Methods
to provide adequate reliability in this regard include tlomtcol of the doping dose
and profile of the drain and source under the gate edges aadsigivalls. This is
commonly done with an LDD implant.
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5.2.3.3 Electromigration

With integrated circuits becoming progressively more claxyprequiring more current
and at the same time being manufactured in technologiesswitiler features, means
that metal electromigration is becoming an increasing fofmircuit malfunction.

Electromigration is an effect caused by a large number atps colliding with metal
ions, causing them to gradually drift with the electric et Thermal energy produces
scattering by causing atoms to vibrate. This is the sourcesidtance of metals. Semi-
conductors do not suffer from electromigration unless taeyso heavily doped that
they exhibit metallic conduction.

The increase of the temperature or an increase in localrudtemsity can decrease the
useful lifetime of a circuit. The latter has an exponentahtionship to temperature.

Some of the causes can include: (a) an increased intercdmmessistance, (b) a short-

circuit with neighboring metal or (c) creating an open-gitc

5.2.3.4 Junction Breakdown

Junction breakdown is a nondestructive effect as long asnge Icurrent flows in the
junction and overheats it. By adhering to foundry desigasuhis phenomenon can be
disregarded.

5.2.4 Short Channel Effects

In general short channel effects are not destructive buhlgaiter transistor charac-
teristics over time. A good source of information is the bbgkTsividis [Tsi99.

Common technologies suffer mainly from:

¢ Drain Induced Barrier Lowering (DIBL)
* Punchthrough
» Subthreshold Current

» Hot-Carrier

5.2.4.1 Drain Induced Barrier Lowering: DIBL

For devices with long channel lengths, depletion of the okéais solely achieved by
the gate. But in a short channel transistor, drain and sowttage also influence
this depletion. The consequence is that less gate voltagewsrequired to create

a low resistivity path for the electron flow, hence decregghe barrier for electron
injection into the channel (Fid.7). Furthermore, this channel barrier is reduced when
the drain voltage increases (Ff§.7). This effect is known as Drain Induced Barrier
Lowering (DIBL).

This dependence on the drain voltage is one of the problel@$4@S scaling. There
are implications in the carriers’ velocity and also in thioggncy of carriers injection
from the source to the channel. This effect can be reduceédycing the size of the
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Figure 5.7: Effect of DIBL on threshold voltage.

(a) Surface Punchthrough. (b) Bulk Punchthrough.

Figure 5.8: Punchthrough occurs when the depletion regimm the drain
reach the source side and reduces the barrier for electjection. It can
either occur at the surface (a) or within the bulk (b).

depletion region for a given voltage which can be achievegtmper control of the
doping in the channel. A retrograde doping profile is a reddyi simple solution where
the increase in the doping has the effect of decreasing zbeo$ithe depletion region.

5.2.4.2 Punchthrough

Punchthrough occurs in CMOS transistors when at high dsairree voltage, the drain
space charge region expands over the channel width and doncesitact with the
source depletion region. This can occur either at the sairfRa. 5.8(a) or within
the bulk (Fig.5.8(a). In this situation a large current can flow causing devidkefe.

In short channel devices the maximum allowed drain voltagesually determined by
punchthrough. Again, the reduction of the depletion regicem be obtained by means
of a retrograde doping profile in the channel that selegtivedreases the vertical dop-
ing which decreases the depletion region, consequenthgdsing the voltage at which
punchthrough would occur.

5.2.4.3 Subthreshold and Leakage Current

Even with a gate-source voltage equal to 0 V, uncontrolledect still flows in the
transistor. It can either be leakage if due to current floveiogss reverse-biased junc-
tions or subthreshold current when in the transistor a vergliscurrent flows folg g
lower thanVt 4.
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The parasitic-diode leakage current shows strong depeedamthe type and quality

of the process as well as temperature, whereas the sulghdeshrent has the charac-
teristic that it does not scale with process technology. diesence of leakage current
and subthreshold current detracts from the ideal switchehadusing static power

dissipation.

More information can be obtained from the subthresholderurr The slope of the
transistor current in the subthreshold region is a meadunew good a device turns
off. A value of 100 mV/dec is a good value for the subthrestsbighe. The minimum
value of 60 mV/dec is usually accepted and CMOS technolagsaslly have a value
around 80 mV/dec.

5.3 STI/LOCOS Compatible LDMOS Structure in Standard
CMOS

The possibility of achieving high breakdown voltages orrent advanced CMOS pro-
cesses has increased importance as the maximum operapiply soltage decreases.
They are important for I/O circuit?ynn0Q where the operating voltage is not reduced,
for handling the high programming voltage for an Electiic&rasable Programmable
Read Only Memory (EEPROM) in a CMOS technologik97] and for RF LDMOS
transistors to be used in integrated power amplifiers forita@ommunications. Fur-
thermore, in current technologies the preferred methoddoice isolation is to use a
silicon trench around the transistor, to the effect that itd longer possible to form a
channel under the gate. Consequently, CMOS compatiblevatiage transistors us-
ing extended drain and designed for Local Oxidation of 8ili(L OCOS) technologies
[Par87 cannot be integrated with Shallow Trench Isolation (STI).

This section starts by giving an overview of the two most cammethods of device
isolation in CMOS. Afterwards, a novel high-voltage tramsi structure compatible
with STI and LOCOS is described. This device, which can bdemented in a stan-
dard CMOS process, is capable of handling high voltagesowttdestruction. And
finally, a new structure which features lower input capaieis proposed based on
simulation results.

5.3.1 Device Isolation Techniques

The main advantages of integrated circuits over discregipoments result from the
compaction provided by current technologies that allowtiple devices to lie in the
same substrate. As a consequence, interaction from oneedeith another is possible
which in turns change device characteristics. This careelik in the form of parasitic
conduction from one device to another or latch-up. Thedaiteurs in CMOS, when
under certain bias conditions a thyristor like device isrfed between a transistor and
substrate contact junctions. This may cause the circuitatfumction or self-destruct.
Device isolation is used to avoid or ease these effects.

The main characteristics of two of the most widely used deigolation methods are
briefly summarized below: LOCOS and STI.
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Field Oxide

(a) In LOCOS isolation, thick oxide is used so  (b) A trench is etched into the semiconductor
that wiring above it cannot easily invert the chan-  substrate and filled with oxide. Electrical isola-
nel underneath. For the same reason, phe tion is achieved by such a trench within adjacent
doping implant is used to increase the threshold devices.

voltage of the parasitic transistor.

Figure 5.9: LOCOS vs. STI comparison.

5.3.1.1 Local Oxidation of Silicon: LOCOS

Local Oxidation of Silicon (LOCOS) is the main method of &tdn used in tech-
nologies of 0.35 um and above. As a result of its simplicitypw tost is possible.
However, a disadvantage resides in the lateral oxidatigheogilicon during the thick
oxide growth, making the edge of the field oxide resemble kizg@s of a bird’'s beak
(Fig. 5.9(a). Other drawbacks include field implant encroachment andreptanar
surface, creating depth of focus problems during subsedjtiergraphic patterning of
the polysilicon layer.

With decreasing feature size the requirements on allowadtien area become strin-
gent and LOCOS consume large amounts of silicon space beoaidation expands
the isolation region laterally in proportion to its depthgF5.9(a), thus becoming a
critical problem at 0.35 um design geometries. To achieveti@bdimensional control
and packing density, a new method is used that allows moreiturality and speed
per unit area.

5.3.1.2 Shallow Trench Isolation: STI

From a processing point of view, STI (Fi§.9(b) is more complicated. Nevertheless,
when compared to LOCOS, a STI structure relatively reduatssdl encroachment,

offers better trench depth and width control, low juncti@apacitance, and greater
packing density. Furthermore, STI is also more adequatadeept punchthrough

and latch-up. These characteristics have made STI therprdfisolation scheme for

CMOS technologies at or below the 0.25 pum technology desigie mnd has virtually

replaced LOCOS as the method for isolating active areasmicemductor devices.

The process can be seen as etching a trench in the silicotraetthat is later filled
with a thick oxide. The next step consists of planarizatiming Chemical Mechanical
Planarization (CMP). In this way, near zero field encroaatimepossible. Moreover,
the sidewalls are now nearly vertical, this angle beingtkahby the technological limit
of the oxide capability used in the trench. Different fourdrprovide different, al-



98 5.4 EXPERIMENTAL RESULTS

though similar structures to the one presented in5@(b) The trench depth depends
on the etch time. As such, circuits with higher latch-up inmityaand better junction
characteristics can be obtained with a deeper trench. Nmless, the maximum depth
is limited by the trench fill capability of the oxide used.dtimportant to note that STI
structures strongly depend on CMP. In fact, they could nahbaufactured without it
and are an object of research.

As a consequence of isolation trench width being defined &Yitinography step, STI
can be scaled with each technology generation. Howeverstsdds has impact on the
junction characteristics: diode junction leakage and tionccapacitance. This effect
also influences MOS electrical characteristics. Nevegd®lit is possible to include
these effects in standard compact models without a coraditieeffort.

5.3.2 High-Voltage Device Structure

STI means that the new transistor has to be completely pl&uathermore, the lack
of thick oxide means that the field plate techniq@d67, Par87 cannot be used to
reduce the electric field intensity near the gate edge. Ascsestion of the proposed
LDMOS structure is shown in Fi%.10 The entire region between the drain and source
terminal has to be defined as an active area, otherwise aa triach is created within
the drift region. This is in contrast to the procedureRaf87. Then™ implant on the
right side of the self-aligned gate is a result that is neargs® dope the gate in order
to reduce its resistance. The drain is taken apart to dexteaslectric field within the
thin oxide connecting to the gate terminal. Finally, theypmler then-well is used to
create a low doping drift region by blocking theé implant over all then-wells.

The device uses a few different methods to achieve a highgkimgpvoltage. To de-
crease the electric field near the gate edge on the high ddpamg side, a low doping
layer is used. In addition this layer also serves the purpbdecreasing the speed with
which the electrons reach the drain lattice. One advantatigt the drift region is not
contaminated by the thick oxide growtKim99]. Also, the drift region can now be
made smaller. Both characteristics lead to a lower ontaesie than iniPar87.

5.3.2.1 Improving Breakdown Voltage

Extending then-well towards the source junction decreases the speed @l¢lcgrons
reaching the high doped region at the gate’s right side @&itl). When comparing
with the device presented previously, the new transistertiva advantages: increase
of the breakdown voltage and reduction of the on-resistafinether factor is that now
current can flow in the device in the saturation/strong isizgr region almost up to the
breakdown voltage (Figh.20(a).

5.4 Experimental Results

Some of the principles for increasing the supply voltageehasen discussed. Their
implication in transistor reliability have been addressémhgside its advantages and
disadvantages. Based on this, a LDMOS transistor is stuldiged-out and manufac-
tured in a commercial 0.35 pum CMOS technology without changhe process flow.
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p-Substrate

Figure 5.10: Cross sectional representation of the STI/OS@ompatible
high-voltage structure in standard CMOS, LDM® g3.

n+ n+ n+

n-well

p-Substrate

Figure 5.11: Starting with the structure from Fi1Q an improvement in
the breakdown voltage and a reduction in the on-resistanobtained by
extending then-well towards the source junction. This creates the above
M a_o1 transistors.

Its characterization is now presented. Firstly, the charamation is done at DC. The
on-resistance and the breakdown voltage is in this way eettla Afterwards, an AC
characterization is done for extraction of the device céipaces. With this, a simple
transistor model suitable for SPICE simulation is built.

Different variations in the design of each transistor ateutuced for assertion during
measurements. Also, each die included different strusttivat serve the purpose of
technology characterization. Moreover, this makes ptesgin compare the device
given in Sectiorb.3with the foundry transistors.

5.4.1 DC Experimental Results

High-voltage n-channel MOSFET (NMOS) transistors withetiént channel and drift
lengths are fabricated in a standard 0.35 pm CMOS technol®gyavoid the edge
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effects of high-voltage breakdown transistors are layeidvath a circular geometry.
Its effectiveness, however, will later be commented on thapen measurement results
from different dies (but within the same wafer) and diffareranufacturing runs.

As much of the information concerning doping levels, dopingfiles and thicknesses
for this technology are considered a secret, the study ie dsimg typical values freely
available on the Internet. Typical technology parametezgtaen simulated using the
Medici™ device simulator. The simulations are used to explore pltessplutions, all
dependent on the real parameters for this technology, wdrielunknown. Measure-
ments on the manufactured device are used for certificafidevace functionality.

Different solutions have been investigated. Fd.3(b)shows the die containing nine
large families of test devices with each one of them contgiai different arrangement
of the masks to control the electric field and the doping. Eamwd of the families is
later subdivided horizontally and vertically. Now, onlydvayers are changed. As a
consequence, during measurements it is possible to haieeddaracteristics close to
its optimum value. The complete list of the text structunesiacluded. Each device
will as such be referred to ad, g, whereo is the family (1 until 9) andB is its sub-
division within each family (01 until 25). The floor-plan die test chip from run723
is shown in Fig5.13(a) Each of the nine rectangles represents each one of the fami-
lies whereas the zoomed part represents one family with @aelof the 25 individual
transistors. A microphotograph is shown in Fagl3(b)

» Family 1 is used for technology characterization. It imtga the foundry tran-
sistorsM1 o1.06,11.16,21 (Fig. 5.3), circular shaped transistorMf_02.07.12.17.22),
square shaped transistors!{ 030813 1823) and n-well implants layed-out in
multi-side polygons with and withowlETAL 1 acting as field plate. All tran-
sistors within the same row have a different gate length.

* Family 2 and 3. As in the conventional LDMOS in Fig.5 an-well is used
as a lightly doped drift region for the high-voltage NMOS. #efent n-well to
channel overlap is used for each family.

» Family 4 to 9 contain different approaches that have beéed to achieve a higher
breakdown voltage than the foundry transistor, while beibig to be fully com-
patible with STI and LOCOS technologies. The best resulisoatained when
using a low doping layer to decrease the electric field neagtie edge on the
high doping drain side and at the same time to decrease thd spthe electrons
reaching the drain lattice (Fi§.10.

As another run within a reduced time frame was available. (kity), it was decided
to use another test chip in order to further fine-tune thelteaiready measured. This
also allows to compare the measurements from run to run anonhpfrom different
dies from the same wafer and run. As much of the test structugy is already
attained, only a minimum of variations in the design struesuare made. The floor-
plan of run815 is shown in Figh.14(a)and the chip microphotograph is presented in
Fig. 5.14(b) The test chip is also organized similarly to run723 whereheaf the
rectangles representing one of the seven families, iselividto 25 unique devices.
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e Family 1, 5 and 3 are used for comparison with the previous rMeasured
results have not shown significant variations from run ta run

» Family A and C, intended for comparison with family 5 inctuslight variations
in the n-well implant to channel overlap. Measured results havevehan on-
resistance reduction and breakdown voltage increase kétbttucture depicted
in Fig.5.11

» Family B and D, likewise, are included for gaining furthaesight to family 2
and 3. These new devices have a differemtell to channel overlap.

Once the device has been chosen based upon its DC operatiew, t@st chip is de-
signed. Now the objective is to measure the RF performangeniiiimize parasitics
influence during measurement, the new transistor has agat@width of 5.6 mm.

» LDMOS?2 transistor is built upon 18M a o1 parallel transistors (Figh.15.

The measurement setup used to characterize the trangistbosmance is described.

5.4.1.1 Measurement Setup

The complete measurement setup used to evaluate the DCrparice of the transistor
is presented in Figh.12 Each die is glued to a thick film ceramic substrate for chip
manipulation easiness. All four terminals (including suig) are connected to indi-
vidual source-monitor unit plug-ins (SMU) for full characdization. Each one of the
SMU is connected to each one of the transistors in the die lanmef a thin analytical
probe needle.

Each one of the transistors is measured under the followongitions:

* The minimum and maximum gate-source voltage is -0.5 andr8sgectively.
» The drain-source voltage is swept from 0 V until 3 V or to s@tor breakdown.

» Both the source and the bulk terminals are grounded.

For eachVgs, the drain voltage is swept from its minimum to its maximuns fich,

it is possible that during this procedure the transistoeistithyed due to the high speed
electrons reaching the drain, although the gate-sourd¢agmis still within the manu-
facturer safety region. Another reason for destructioméshigh voltage between the
gate and the drain (Figh.16(e). In general, one phenomenon can induce others, the
latter being the cause of the destruction. Therefore, itfiedlt to identify the exact
cause of malfunction as it can be the result of a simultansegsience of destruc-
tive events. Long term reliability degradation is not sagdand is an important issue
[Gro0]. The reduced number of devices available from the foundeynat enough to
obtain results that are supported by the statistical analgéthe measurements.

The transistor is said to be in breakdown if the measurechdnairent is above 1 pA.
For the measurement of a source or drain junction, the satoe @i 1 pA is used.
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(a) Instrument setup to measure NMOS transis- (b) Arrangement to measure transistor on-
tor |-V curves. resistance.

Figure 5.12: Schematic diagram of the experimental arnaegée used for
DC characterization.

From a measurement perspective, non-destructive transistifunction can be due to
punchthrough or junction breakdown. For minimum transikngth, punchthrough is
usually the cause for breakdown.

The DC experimental results obtained with the fabricatstidicuits are now given.

5.4.1.2 Foundry Transistors

Transistors following foundry design rules are measuredaracterization purposed
and for effective measurement of the improvements with #he structures. In total,
five different devices are layed-out having a gate width ofi'e DeviceM1 o1 (also
referred to as Low Voltage MOS (LVMOS)) has the minimum gategth possible in
the technology: 0.35 um. This length is duplicated for eddh@other devices until a
total gate length of 5.6 um is reached for transidtre1. TransistoraVl1 01.06,11.16.21
are constituents of the foundry devices.

The output, input and breakdown characteristic for one es¢hdevices are shown in
Fig.5.16(a) 5.16(b)and5.16(c) The subthreshold characteristic is given in Big.6(d)
An analysis shows that the channel current is effectivelytrailed by the gate. This
is the result of the small shift between both curves and theefieng only for values
lower thanVt 4. The low leakage current even for high drain voltages is dication
that the deviceMj o1 is far from punchthrough.

The breakdown voltage is situated around 9 V which is closleggunction breakdown
voltage part of the transistor. Note that devide o1, from die to die has a measured
breakdown voltage within the range of 6 and 9 V. This charéstte is not observed
with any of the other devices, suggesting that it is speadificie minimum gate length
transistor.
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(a) Floor-plan of the test chip. (b) Microphotograph.

Figure 5.13: Designed test chip from run723 including niaeyé¢ groups
subdivided in 25 individual elements. Each of the 225 irdlinal devices is
numbered betweel; g1—Mg 2s.

If we now increase the gate voltage while not limiting theidsaltage to 3V as is done
in Fig. 5.16(a) the device can be tested on the Hot Carrier Injection (HElbility.

» TransistorM1 o1 is destroyed as soon as current flows in the channel. Although
the Vg sis smaller than th&t 4, the highVgp is the reason for its destruction.
To better support this claim, a new measurement is done ithaneample, but
now with Vg s=3 V. As show in Fig5.16(e) the transistor stops to work properly
with a drain-source voltage of approximately 6 V but normagi@tion can be
recovered once this voltage is again decreased. The measuirénstrument
limits the maximum current that can flow in the drain and thu@ds destruction
due to overheating. Fig.16(e)shows that the device works properly at least
twice.

 TransistoraVl o6 11 are destroyed when drain-source voltage, Wigs < V14,
reaches 9 V.

 TransistorsM1 1621 are measured to be always operational. They cease to op-
erate due to breakdown of source-bulk junction. Nevertsli the junction is
allowed to breakdown, they are useful until 13 V whégs ~ V1.

In general, no variations between values measured from wméor another run are
observed, suggesting that the process used has indeedarstatile point.

Comparison with the SPICE Model from the Foundry

Comparison will be carried out only for devidé; o1 (LVMOS). The results from the
foundry’s BSIM3 model superimposed on experimental resafié given in Fig5.17.

The measured results have a high resemblance to the sichwlatesforms. This is
especially true for the case of Fi§.17(a)and5.17(b) The leakage current looks



104 5.4 EXPERIMENTAL RESULTS
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(a) Run815 floor-plan. (b) Microphotograph.

Figure 5.14: Test chip designed in run815. It includes tifmedlies equal to
run723 included for run to run comparisolt; xx, Ms xx and Mz xx. Also
included are four new groups including 100 unique transsstombered be-
tweenMa 01—Mp 25.

like a shifted waveform (Fig5.17(c). Again, this effect is once more seen in the
subthreshold wave-shape which is accurate only for valbeseav/T 4 (Fig. 5.17(d).
A reason to justify the previous observations is the 4 yelrsrmodel file. During the
production time of a technology, as the process stabilizés expected that the final
parameters will drift. As such, these variations are somebxpected. This model
is today not only inappropriate for high performance analwguits but also for the
digital designer, where an accurate value of the leakagermiis a prerequisite. But
sometimes the limitation is imposed by the mathematicalehddscribing transistor
operation. In this case, the BSIM3 model does not includestfext of breakdown as
seenin Fig5.17(e) Once more, this is not of designers’ concern as most of thigde
are intended to be at 3.6 VV and below.

LJLJLILJLJ

Figure 5.15: Microphotograph from run876. Transistor LDB®is com-
posed of 18(M a o1 parallel transistor. Its large size (5.6 mm) minimizes the
effect of parasitics during AC characterization.
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(a) Measured current-voltage characteristics of (b) Input characteristic measured for drain-
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(c) Measured transistor current for the off-state (d) Measured subthreshold characteristics show-
(Vgs=0V). ing the expected behavior.
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(e) Two consecutive measurements from the same transistootheansample withV/gs=3 V. The
drain current is limited to avoid destruction due to overimeat

Figure 5.16: Set of DC measurements for transiMer;.
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Table 5.1: Comparison between measured and simulatedsiamece for
transistors withV/=15 pum operating witVgs=3 V andVps=0.1 V.

M1 01 M1 06 M111 M1 16 M1 21

L=0.35um| L=0.7 um | L=1.4 um | L=2.8 ym | L=5.6 pm

run723 146 Q2 214Q 363Q 644 Q 12072
run815 145Q 216Q 373Q 662Q 1234
SPICE 122Q 199Q 346Q 637 12202

In Table5.1, a comparison between measured values for the on-resisfandifferent
runs and SPICE is presented for all types of foundry tramsigested. While the error
between runs is kept below 3 % for all cases, the model hasranfer small length
transistors. This error can be as high as 18 %. One concltisidcan be drawn from
the results, is that the error between measurements an@t&Ednodel decreases with
an increasing transistor length. Nevertheless, for hjgged applications minimum
transistors sizes are often used. As such, deviations fiomlation can occur if the
designer strongly relies on an accurate value of the oisteesie value.

5.4.1.3 Multi-Side Polygon Junctions and Transistors.

The maximum breakdown possible achieved with this tectgyoleithout using any
new art is in then-well to substrate junction. An average value of 30 V is meadu
With the METAL1 field plate voltage betweenl5 V, it is possible to change this value
by £1 V. This low control is the result of the considerable dismbetween the first
metalization layer and the-well, and as such only an ineffective operation as field
plate is achieved. The other important junction is the sewncdrain implant. This
junction is operational until it has 10 V at its terminals.

Square and circular transistors with the same gate lengthtte foundry transistors
are measured for comparison and to allow conclusions ongbmgtry influence in the
breakdown voltage. With the same purpose, circular, squ@@egular and multi-side
polygon are layed-out. The breakdown voltage that is measior the transistors does
not greatly differ from those that are measured for the foyrnicansistor (LVMOS).
Nevertheless, the variation in the breakdown voltage thatéasured (between 6 and
9V), is not observed. This suggests that the variation ntigidue to the geometry.

From all measurements, results do not support the assémibedges must be avoided
to achieve a higher breakdown voltage. The same implant bhtdifferent layout
does not appear to break first if it has sharp edges. Thesakddar the technology
studied and might not be necessarily true for technologiesreva higher breakdown
voltage is desirable, or in other words, that the edge indilireakdown is weak in
this 0.35 um CMOS technology. The above conclusions aredm@senultiple samples
from the same run only.
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(e) Comparison between measurements and simulations in tHelbrearegion wheVg s=3 V.

Figure 5.17: Comparison between measured and simulateefovaws for
transistorM1 1.
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5.4.1.4 LDMOS M22

The high-voltage NMOS transistor from Fig§.5 is designed in a standard 0.35 um
technology. Current-voltage characteristics are showridgn5.18 The high break-
down voltage measured (27 V) is close to the breakdown welktdghen-well implant.
Referring to Fig.5.18(a)and5.18(b) the observed behavior is most likely due to the
drain series resistance mwell to channel interface resistance as a result of the im-
proper blocking ofp* channel stop implant. On the contrary, the threshold veltag
is close to the value for the foundry transistor. As seen i 5i18(d) the channel
current is in effect controlled by the gate terminal, witsuk that the flattening only
happens for gate voltages lower than the threshold voltagés device exhibits the
highest measured breakdown voltage (Bid.8(c)with a value of 27 V. A summary of

its performance is given in TabR2 The two semicolon separated values represent
the gate length and the oxide thickness over the thin ank thicle.

5.4.1.5 LDMOS Ms o3

The device is designed and manufactured in a standard 0.3&gmology without
any change in the process flow or with any layer not availabbdltdesigners. A sum-
mary of the measured electrical parameters is given in TaBleA duplication in the
breakdown voltage has been measured for the LDM@S3 (Fig. 5.10 in compari-
son with the typical transistor (LVMOS). The measured auireltage characteristics
are presented in Figh.19(a)and Fig.5.19(b) Referring to the subthreshold curves
in Fig. 5.19(d) the small shift between both curves and the flattening colyélues
lower than thevT y is evidence that the channel current is effectively cotdcbby the
gate. Also, no significant leakage current up to breakdowndasured (Figs.19(c),
an indication that the LDMOM5 o3 is far from punchthrough. Even with this un-
common structure, measurement results from run to run Hasersgood agreement,
further supporting that this process has stabilized.

5.4.1.6 LDMOS Ma01

The output, input and breakdown characteristics for onbede devices are shown in
Fig.5.20(a) 5.20(b)and5.20(c) The subthreshold characteristic is given in BEg0(d)
An analysis shows that the channel current is effectivelytrailed by the gate. This
is the result of the small shift of both curves and the flatigranly for values lower
thanVty. The low leakage current even for high drain voltages is dication that
the deviceMa o1 is far from punchthrough. Tab®2lists a summary of its character-
istics from where it is possible to see that this device siamdously achieves a higher
breakdown voltage while featuring a lower on-resistanea ttheviceMs o3.

5.4.1.7 LDMOS2

Using a commercial 0.35 um CMOS technology, the proposeidelé&/designed, man-
ufactured and tested. In Talle2 the main electrical parameters are summarized. The
output characteristic is shown in Fi§.21 Measurements, reproducible from sample
to sample within the same run, are done without externaliegolAs a consequence,

in Fig. 5.21 a self-heating phenomenon is visible. Power dissipatiorupé area is
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(c) Measured transistor current for the off-state (d) Measured subthreshold characteristics.
(Vgs=0V).

Figure 5.18: Set of DC measurements for transiser, .
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(c) Measured transistor breakdown characteristic (d) Measured subthreshold characteristics.
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Figure 5.19: Set of DC measurements for transisgrs.
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Figure 5.20: Set of DC measurements for transiMaro1.
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Figure 5.21: LDMOS?2 output characteristics with gate \gdtdrom 0 V

to 1.6 V. This device is made of 18@a o1 unity transistors giving a total
length of 5.6 mm. As a result of the high power dissipationhie tlevice,

self-heating phenomenon is observed in the saturationmegi

Table 5.2: Measured Electrical Parameters of Various [@svic
‘ Parameted Unit | LVMOS | M2 o2 | Ms_o3 | Ma 01 |

W pm 15 24 27.5 29.7
LDRIFT pum — 1.75| 0.35| 0.35
LgaTE pm 0.35| 0.7;1.4 1.4 1.4
Tox nm 74| 74,380 74| 74
VBR V 7.5 27 14 14.7
Ron Q/mm 2.2 19.4 5 4.8

greater than in the most advanced microprocessors. Thadtannamed LDMOS?2 is
composed of 180 paralléll o o1 devices.

5.4.2 AC Experimental Results

The device from Fig5.15is specifically designed to ease RF measurements. For this
reason, the transistor has a total gate width of 5.6 mm, kmgeigh to minimize para-
sitic influence.

5.4.2.1 Measurement Setup

The transistor is attached to a ceramic substrate by meaasiof-conductive glue.
Some characteristics of the used aluminum oxide ceramistsib are given in Ta-
ble 5.3 For board parasitic de-embedding, several structuremelged. As shown
in Fig. 5.22 they are:

* Linel-4 theThruand theShortare used for parasitic de-embed. Furthermore,
coplanar lined.ine3andLine4allow the characterization of the substrate propa-
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Figure 5.22: Photograph of the dies on a ceramic substrat fos device
characterization.

gation characteristics.

* In Meas] alsoopen-ground connectedhe transistor is mounted for proper
measurement by an RF probe with ground-signal-ground (G®@figuration
(Fig. 5.23(b).

 For the bonding wire de-embedding, structieas2is used (Fig5.23(c). A
similar arrangement thleas1with bonding wires having similar sizes but where
the on-die ground plane short-circuits both. By subtractime ground plane
effect, the bonding wire model is obtained.

The completed measurement setup used to characterizertbenpence of the transis-
tor LDMOS?2 is presented in Fi$.23(a) A Cascade Microtech 9000 analytical probe
station is used along with Picoprobe 40A GSG 800 pum pitchgsand Picoprobe
calibration substrate CS-10 for instrument calibratiohe Rctive device performance
is measured by use of a vector network analyzer (Agilent 8310he RF probes are
placed near the end of the coplanar lines which are connégatdtke circuit via the
bonding wires.

Since the bare device had to be mounted in a test fixture antected by means of
bonding wires in order to do the measurements (582, special care has been taken
to include all the parasitics presented in these measutsnrethe final model. The
resultant model is the one indicated in Fig26 Additionally to the typical intrinsic
and extrinsic elements of a MOS device, the silicon sulstigises have also been
included in this model to get a higher accuracy.

5.4.2.2 LDMOS2: Measurements and Characterization of the D  evice

The procedure followed to extract the extrinsic and intdredements of the device
consisted of a first calculation of each of these compondnesaand then a gradient
optimization process in order to tune the values such tleeg #imulated output fitted
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(a) Schematic diagram of the experimental arrangement uséfoneasurements.

(b) Section of the arrangement for measurement of chip mountéuksubstrate for device character-
ization.

(c) Diagram of the experimental arrangement used for bondirgde-embedding.

Figure 5.23: Setup used in the AC measurements of the ttansBMOS2.
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Table 5.3: Aluminum oxideAl,O3) ceramic substrate properties.

| Parameter | Unit [ Value |
Purity % 99.6
Thickness pm 600
Dielectric Strength kV/mm >14
Dielectric Constant (at 1 MHz ~ 9.8
Loss Tangent (at 1 MHz) tans 0.0001
Volume Resistivity (at 20C) Q.cm| > 10"
Top Aluminum Cladding pm 8+ 0.5
Bottom Aluminum Cladding pum ~ 10

S12,821

Figure 5.24: Smith chart representation of measused,(@nd x) and mod-
eled (-)s parameters of the LDMOS deviceVgys=0 V andVg s=0 V. Values
measured over a range of frequencies from 0.1 to 5 GHz.

with thes measured data. This procedure succeeds as far as a goodtiestiof the
initial values is done. The initial estimation of most of therinsic values are done
at Vps=0 V andVss=0 V, which usually is known as the cold-fet methdd{94].
Although there are more precise and accurate methods tacetire extrinsic val-
ues Mes04, the described procedure has shown to be sufficient forpilnipose. The
model with the extracted values shows a good fitting with tleasored data over a
range of frequencies from 0.1 to 5 GHz (F&§24), which is enough to calculate the
cut-off frequency (1), the maximum oscillation frequencyfay) of this device and
for extracting the intrinsic components values as well.
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5.4.2.3 Estimation of the Initial Values of the Components

A valid model tuned by optimization can be obtained as far ge@l estimation of
the initial values of the extrinsic element values is ol#dini.e., bonding wires, pad
connections and drain, gate, and source parasitics. Fastimation of the bonding
wire values, the typical values of 1 nH/mm and 0.12Bnm are used. The initial
values for the pad capacitances are calculated theotgtical

In order to estimate the initial values of the drain, gate smatce parasitics (resistance
and inductance) a simplification of the complete model hade@one aVps=0 V
andVg s=0 V. Basically, this simplification involves neglectingetipad parasitics and
the silicon substrate losses since their impedances vateesmaller compared to the
intrinsic values of the device. Then a simpler model can dained as indicated in
Fig.5.25

By applying the traditional cold-fet method,.dv94] initial values of the resistance
elements can be obtained (for instance bonding wire andngrplane resistance in
Fig. 5.26), then subtracting the values of the bonding wire resiggknow from the
previous step), initial values for the drain, gate and sep@rasitic resistance part can
be obtained. To estimate the initial values of the inductguert, a first estimation of
the device intrinsic capacitance should be done first. Ehidhe by considering that
at low frequencies the reactance values of the capacitareesuch larger than the
inductance reactance values. Hence the inductance canglecteel initially, and a
first approach of these capacitance values can be obtait@deatfrequencies. Then,
the values for the inductances are estimated by subtrattingapacitance reactance
from the total reactance at high frequencies, taking intmanot the initial values of
the bonding wires inductances. Initial values for the sulbstiosses are obtained from
previous reported value&fa8§.

Once all these initial values are obtained, an optimizapoocess with a gradient
method is applied to tune the model component values in sweayahat the model
simulation output fits the actual device measurements. Adeaseen in Figh.24 a
good fitting is obtained from 0.1 GHz to 5 GHz. These tunedeskre used to extract
the intrinsic values of the device at different bias corais.

5.4.2.4 Determination of the cut-off Frequency and the Maxi mum Oscil-
lation Frequency

To obtain theft from the scattering parameters of the device, these paeasnelues
are first de-embedded using the extracted model and thensfdrenation from scat-
tering () to hybrid () parameters is made. As can be seen in 5ig7, the typical

characteristic of 20 dB/dec slope is showrhin.

To determine thefyax, Several criteria are available. In order to apply the figwg
merit unilateral gainld) or maximum transducer power gaiB{ymay) the device has
to be unilateral, which is not the case for this device overftequencies of interest.
This narrows the criteria to the Maximum Available Gain (MA@ Maximum Stable
Gain (MSG), but it is determined that this device is conditilty stable over the fre-
quency range of interest, so the only criterion applicablné maximum stable gain.
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“bonding wire + bonding wire +
gate parasitics C C drain parasitics

i bonding wire +
i source parasitics

Figure 5.25: Simplified transistor model used to estimaitiairnvalues for
the indicated components.

Based on this criterion théynax could be determined (Fi§.28).

Two values are obtained, one given by the zero-dB cross amattier one by the
extrapolated value from the 10 dB/dec MSG slope line. It istivaoting that among
all the criteria for calculatingfmax, the MSG is the one giving the highest values;
therefore this value could be overestimated when it is ¢aled in this way.

The remaining figures present the different small signahcagnces. For the off-state,
the capacitanceSgys andCgyq are given in Fig5.29whereas Fig5.30 presents them

for the on-state. The non-linear capacitance between #in dnd the bulk is given in

Fig.5.31 These results are summarized in Tehk For comparison of the LDMOS2
with the minimum length transistor, simulated values aveigiin Table5.5.

5.4.2.5 Other Measurements

At frequencies where the lumped model no longer appliesuteof transmission
lines in the form of coplanar waveguides or microstrips iseaayalized method for
transmitting a signal. In this case it is of interest to knbw tosses the signal suffers
when passing through one of these structures. For suchdmése ceramic substrate
described in Tabl&.3m the insertion l0ss%3) is:

* microstrip: 0.102 dB.cm.GHz

 coplanar waveguide: 0.0148 dB.cm.GHz

For Linedwith 45 mm this represents a total loss of 1 dB at 15 GHz whiléaantrip
with the same length would have 1 dB loss at 2.2 GHz.

The thin film process also makes available the use of viasdmtthe top and bottom
aluminum layers. A comparison between simulation and nreasents show that the
vias have the expected behavior. This is confirmed for fregies below 5 GHz. Nev-
ertheless, the manufacturing process does not always geagigood quality via. In
this case a number of vias in parallel are necessary to casapethe defective ones.
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Figure 5.26: Transistor equivalent model including bota thtrinsic and
extrinsic elements. Substrate parasitics are includedd®@ase accuracy of
the fitting parameters to the measurements.

5.4.2.6 RF Transistor Model for Class E Power Amplifier

In a class E power amplifier, the active device does not saneliusly have current
and voltage. Therefore, modeling requirements are singauced to the on- (triode)
and off-region. A simple yet accurate model for the appitatn question is shown
in Fig. 4.11, which includes a resistor and all its relevant capacitanagéh the values
given by Tables.2and5.4.

As show in Tableb.1, the simulated on-resistance for transiskéf o1 has an error
of 18 % of the measured value. Concerning device accuraayeimde in a circuit
implementation, simulations using both models are cawigd

e BSIM3 model from the foundry

» TransistorM1 o1 model from Fig.4.11with the capacitances and on-resistance
values given respectively by Taliie5 and Tables.2

For the circuits given in Figt.3and4.17no significant difference is observed (FFB2).
Although the transistoi1 g1 model is only accurate within 5 % of the BSIM3 transis-
tor model (in transient simulation), the same optimal efficiy is found for the synthe-
sized PA. The conclusion here is twofold: or the class E pamaplifier is relatively
insensitive to variations in the transistor on-resistaraethe other elements in the
model somehow compensate the transistor on-resistanaericg.
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Table 5.4: Measured capacitances per millimeter length.

Device Cgs (pF) Cgd (PF) | Cdbo (PF)
OFF ON| OFF ON
[LDMOS2 || 1.61 4.30] 0.54 2.92] 0.66 |

Table 5.5: Simulated capacitances per millimeter length.

Device [[ Cgys (fF) Cgd (fFF) Cgb (fFF) | Cano (fF)
OFF ON| OFF ON| OFF ON
| Mio1 [| 192 802] 192 764| 377 76| 1594 |

-20 dB/dec

Magnitude (dB)

-20 5
10 10 10
f(Hz)

Figure 5.27: Device cut-off frequency arfghax at Vps=3 V andVgs=1 V.
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Figure 5.28: f1 (solid line) andfax (dashed line) versus drain current for
three differentVps. A maximum value of 3.5 GHz is measured for the.
The maximumfmax is measured to be 6.3 GHz.
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Figure 5.29.C4s andCqyq per millimeter length at 1 GHz with/g s=0.
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Figure 5.30:Cy4s andCqyq per millimeter length at 1 GHz with'ps=0.
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Figure 5.31:Cys per millimeter length at 1 GHz witWg s=0.
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Figure 5.32: Comparison between the SPICE BSIM3 model amanibdel
from Fig.4.11 Values for the capacitances and on-resistance are taden fr
Table5.2 and Table5.5. Because the substrate is short-circuited with the
source, the measurétjs value includes th€gys andCyp.

5.4.3 Further Improvements

When designing a circuit, it is important to minimize the powensumption. As the
gate length is not at a minimum, the input capacitance wiiéase the power on the
previous driving stage. Using typical published paranseter a 0.35 pum process, the
device simulator Medici is used to investigate alternative designs. A solution ex-
ists but requires the use of an extra mask:. The new schematic diagram is given
in Fig. 5.33[RamO03f. A minimum length transistor is now possible with some ad-
vantages. First, the gate capacitance is smaller. Segahdlynanufacturer transistor
model can be used to model the channel region below the gatedly the drain ex-
tension that is added requires minor modeling effort. Fonessimple applications it
might be enough to know the capacitance model and the swiiaksistance. Also, the
new device continues to use the polyrdsimplant blocking layer in the drift region.

Usually the breakdown first occurs near the surf€@mp7]. In this case the implant
depth for the new layen— can be made shallower as it only needs to avoid surface
breakdown. However, it can include the drain implantif it is necessary to increase
the operating voltage above the high doping drain bottorakatewn voltage.

A simple manufacturing process can be used where the imgiase to create the
n-well is unaltered, but where the implant energy is loweretetuce the penetration
depth. When both the implant energy and the implant dose caorieolled, a higher

breakdown voltage or a lower on-resistance can be obtained.
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Figure 5.33: Cross section of improved LDMOS.

5.5 Design for High-Voltage: an Advantage?

In the previous sub-sections solutions to work at high gataand reliability issues
and their impact on the performance of transistors have tisenssed. Now, with the
measurement results, the other aspect to consider is hofluénces the results of the
class E power amplifier.

In sub-sectiorb.5.1the effect of the switch-on resistance in the performancthef
class E amplifier is presented. In sub-sect®B.2the impact of device scaling is
discussed. In particular, the effect of the reduced suppltage with the consequent
increase in the circuit current is given. In sub-sectob.3 the effect of the charac-
teristics of the LDMOS transistor presented in sub-secii@?2is given, focusing in
particular on the effect of the total input capacitance.

5.5.1 Influence of the on-resistance in the DE and PAE

The measured on-resistance of the LDMOS in Bd.1is approximately 2.2 times
greater than the foundry transistor. To see its influencéénctass E performance a
similar study to the one in sub-sectidrb.lis done. Note that the same circuit and the
same capacitors per unit length are used. This makes itr@asieaw conclusions on
the real effect of an increase in the switch-on resistancmeltheless, the inclusion of
the correct capacitance values from Tallé is required for implementing the final
amplifier.

Optimization results are given in Fi§.34 For easiness, the results for the case of
the LVMOS are given alongside. The maximum DE, shown in Bi§4(b) sees its
value decreased due to the increased resistance. Theyp&anploportional to the
inductor quality factor Q) and ranges from 2 % to 8 %. The PAE also reveals a
similar behavior. In conclusion, it is not possible to agkibetter performances with a
transistor if it has a higher switch-on resistance, as ic#se of an LDMOS and more
specifically, the one presented in Fi§34 The possibility of a better PAE, as show in
Fig. 5.34(c)exists if the driving stage makes use of a lower supply veltag
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Table 5.6: Optimized circuit sizes for same conditions a%ahle 4.3 with
the exception that the switch-on resistance is 2.2 timestere

| QL [ Voo | W | Ly | Lo | Co | RL
39V 4656 um| 37.4nH| 4.64nH| 20.6 pF| 9.18%
oo | 3.0V 6396 um| 14.5nH| 3.91nH | 16.8 pF| 6.98Q
42V || 5796 um| 16.38nH| 3.24nH | 77.0 pF| 8.04Q
40 | 40V || 6610pum| 18.22nH| 2.75nH | 82.1 pF| 6.41Q
3.0V | 10533 um| 7.19nH| 2.04nH| 59.1 pF| 4.36%2
47V 6908 um| 5.65nH| 3.16 nH | 40.6 pF| 7.69Q
7140V | 9956 um| 4.30nH| 1.99nH| 79.9 pF| 4.74Q
3.0V | 15095 um| 2.13nH| 1.51nH| 61.5pF| 3.43Q

Table 5.6 gives the final optimization results. Comparing them witibl&a4.3, the
use of a higher supply voltage results in considerably sm#éiénsistor lengths. The
main advantage is having a higher optimum output load. Asstres losses in the
matching network will always exist, more power will be aedle as they are now
a smaller fraction of the total resistance. As a result, thgigh of the amplifiers is
eased. Equally important is the reduction of the currerttftbas in the circuit.

5.5.2 Design on a More Advanced Technology

As seen i4.4.2.4 there are different sources of losses in a class E powerifganpl
For simplicity, only switch-on resistance is now consideré/hen scaling the transis-
tor sizes, new and more advanced CMOS technologies impostramts in design,
namely, the maximum supply voltage that can be used. Assumiraling factok
and for a constant electric field strength, arises that maxiraupply voltage must be
decreased. With scaling, transistor input capacitai¢é.Cox) is also linearly de-
creased with this factor. Moreover, scaling also reducesiicél resistance which in
turns reduces losses for a fixed current. Neverthelessofwepdriving circuits, as is
the case with a power amplifier, a fixed output power and a etlaapply voltage re-
quires that more current must flow in the circuit. With threeiables to look atVpp,
input capacitance and channel resistance, some consgiasraan be made.

» The power amplifier gains from going to more advanced teldyies in terms of
DE and PAE. Although the results in Fig.34are for the case where the input ca-
pacitance per unit length is the same for both devices, albther characteristics
can represent one technology and its scaled version. As theimput capaci-
tance is higher than the value used to generated the PAEQimesequently, the
input power increases and the PAE value will have its valueeassed.

» Older technologies can sustain a higher supply voltageaamtience allowed to
have smaller transistor widths. However, the higher in@tacitance per unit
length added to the fact of a higher on-resistance of thechwias the effect that
a similar input capacitance is reached. This further suppbe inference in the
previous item that the DE and PAE is higher in more advancdthiglogies.
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» The effect of an increased current in the circuit for theecathe scaled tech-
nology cannot be overlooked. Because electromigrationdpgutional to the
current density, electromigration will increase by a facbl/ k.

An immediate consequence of the last observation is thatdbision of going to more
advanced technologies or not in terms of amplifier efficieiscymited by how seri-
ous the electromigration problem is and how limiting to thepéifier efficiency are the
losses in the interconnections and other passives as a oéshk increased current.
This is a consequence of the reduction in the on-resistamtén@ut capacitance pro-
vided by a scaled technology with the consequent increasiigrency. Still, previous
technologies have a lower price tag which can in the samersake one solution more
attractive as it produces a lower-cost final product.

5.5.3 Design with an LDMOS Transistor in the same Technology

The device in Fig5.11is designed with a class E power amplifier in mind. Without
changes in the process flow or any additional mask it is plestitgluplicate the break-
down voltage of the 0.35 um CMOS technology. Hence, a supgtage of 4 V can be
used, resulting in a higher load resistaiteand a narrower transistor. The gain in the
transistor size is not enough to compensate for the inciedke input capacitance per
unit width. Consequently, the power necessary to drivedhtput stage will increase
slightly. Nevertheless, the current flowing in the circsisignificantly lower.

More complex technologies are required to lower the inppicdance and as such
profit from the advantages given by a higher supply voltageiitim process changes
in CMOS (sub-sectiob.4.3[Ram038) or the use of more advanced technologiElsWw01]
do allow a reduction in the input capacitance. Furthermtig,has to be accompanied
by a reduction in the supply voltage of the driving state s the PAE increases with
an increasing supply voltage (Fig.34(a).

5.6 Conclusion

In this chapter, the design and measurement results of rllai&usion MOS high-
voltage devices that can be seamlessly integrated into @voiah CMOS processes
without any additional mask have been presented. BecaaddXilOS relies on com-
mon technological steps, integration with more advancelnelogies using STI as
their preferred device isolation method is possible.

Designed in a 0.35 um technology and using standard 7.4 nenoyéde, the device
exhibits a blocking voltage of 14.7 V, nearly double thosailable in the technology.

It features aRpn of 4.8 @/mm. A maximum value of 3.5 GHz is measured for the
fr while the maximumfyax is measured to be 6.3 GHz. The application can range
from I/O circuits interfacing the outside world; handlidgethigh programming voltage

in a CMOS compatible EEPROM; RF LDMOS transistors to be useihtegrated
power amplifiers for mobile communications and where a changhe process flow

is unwanted. Based on device simulations, a new structwteolen. At an expense of
an extra mask it provides reduced input capacitance an@higeakdown voltage.
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Guidelines for minimizing some of the transistor issues essalt of the high electric
fields have been outlined. They range from circuit desiged¢dnologic advances that
increase chip performance.

The correct selection of the technology should value thedlsnaut capacitance and
on-resistance offered by more advanced technologies gptbeide higher Drain Ef-
ficiency (DE) and Power Added Efficiency (PAE). On the othemdhawith an older
technology or with an LDMOS transistor, resistive losseshim output network will
weigh less due to a higher equivalent output resistanceesuits of the higher supply
voltage used. Furthermore, if a high output power level igined, the LDMOS or an
older technology might be the most appropriate as thereimsiatb how much output
power can be obtained with an advanced low-voltage pro&sse of the advantages
of a high power supply include: (a) lower current and lowesskes in the interconnec-
tions, (b) transistors with smaller widths, and (c) the mbty to have a higher output
power.

The next chapter provides, in conjunction with this chaptat Chapted, the specific
circuit level implementation of a class E power amplifier fieobile communications.
A relatively detailed analysis and design of a 30 dBm clasevgp amplifier operating
at 850 MHz is presented.



A 850-MHz, 30 dBm Class E Power Amplifier

6.1 Introduction

The necessity for low-power consumption for reasons ofelbathutonomy but also
for less stringent cooling strategies calls for higher &fficy circuits. For wireless
circuits, the power amplifier is responsible for a largeeslié the total power budget.
As such, integration of this block in the full transceiversisen as one solution to
decrease power consumption, by eliminating the need tolh& output of the up-
converter to be matched to SBresistor, and probably, by creating circuits where some
of the functionality is merged within the last stages beftbeantenna. In particular, it

is advantageous if they can be designed in standard CMOS8dkxy.

The theoretical analysis of the class E power amplifier frdmjiter4 needs to be ver-
ified in silicon. The design of such a circuit is presentechis thapter. The difficulty
in this case resides not only in the fact that other technetogave better RF character-
istics but also in the fine tuning of all circuit elements. §ts the reason why there is a
lack of circuits with a Power Added Efficiency (PAE) above 50d¥circuits designed
in CMOS.

The design presented here is a class E power amplifier woekid$0 MHz with a
maximum PAE of 66 % implemented in a standard 0.35 um CMOSohy.

Firstly, Section6.2 briefly delineates some of the characteristics of the Gl&ya-

tem for Mobile Communications (GSM) standard for mobile coumications. In Sec-
tion 6.3 the design considerations to maximize circuit efficienay described. This

is followed in Section6.4, by an explanation on how the circuit has been designed.
Next, in Sectior6.5the main measurements are reported and a comparison of-the de
signed PA with existing state-of-art CMOS power amplifierpiesented. Finally, the
conclusion of this chapter is given in Secti®:®.

6.2 Global System for Mobile Communications (GSM)

GSM is today the most popular standard for mobile phoneseémibrld. The univer-
sality of the GSM has lead to the situation where a user froemn@twork can use their
phone in an area where the phone provider does not have arkefitis can either be
in a region or within different countries and is usually kmoly the term "roaming” in
telecommunications.

127
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Although GSM has been evolving with time, it has retainedkiaard compatibility
with the original GSM phones. This not only decreases thé afosperation but also
makes evolution easier. In total, GSM has had two phasesoditean. During Phase
1, the initial delivery of the standard was made availableage 2 added non-voice
services like the SMS and enriched functionality such deicaiformation.

GSM exist in four main versions from a total of 122GPR, based on the band they use.
GSM-900 and GSM-1800 used in most of the world and GSM-850G8#1-1900 in
the USA and Canada are the most common ones. Some of itseatbharacteristics
are now given.

6.2.1 Specifications

In its specification the GSM-850 uses two bands. One is usethéouplink at 824-
849 MHz (mobile station to base station) and the other at@83MHz is used for the
downlink (base station to mobile station).

GSM is a radio network based on FDMA/TDMA technology. Eaabugrof eight users
transmit through one channel (200 kHz), sharing transomissme (TDMA) with a
slow frequency hopping between channels. Each of the 25 Midd$are subdivided
into 124 channels (FDMA), each one of them 200 kHz wide. Aheside of the band,
a guard frequency of 100 kHz is used, with a 200 kHz spacingfiegi between each
carrier. The edge channels (1 and 124) are optional for teeatqr.

A Gaussian shift-key modulation is used which gives mobéeicks a better battery
life because it encodes the data by varying the frequencynahthe amplitude. In

this way, an efficient nonlinear power amplifier can be used high output power

level without distorting the transmitted information. Ttradeoff is that this type of
modulation is also inefficient in terms of spectral efficigrehich means that each
user consumes more bandwidth than what would be necesstimawmore efficient

modulation scheme.

In Phase 1 there are five classes of mobile stations (MS) defineording to their
peak transmission power rated as given in Table Again, to conserve power (and
minimize co-channel interference) each device operatésedbwest possible power
level that maintains an acceptable signal quality. As ammgte, a class 4 with a RF
power capability of 2 W transmits 250 mW on average if usingngle time slot per
frame. Mobile devices that have experienced the biggestesscand have an higher
market quota can emit up to 2 W. The desire for smaller anddigbattery operated
devices has pushed the value down to as low as 0.8@®PR. Output power level
can be dynamically adjusted in 2 dB steps from the peak powehé class down to a
minimum of 13 dBm (20 mW).

Phase 2, also known as E-GSM-900, added the capacity fai@tdichannels in the
GSM-900 band by increasing the up-link and down-link bamtflvby 10 MHz which

boils down to 50 additional channels. The minimum power ligransmitted by the
mobile station has also been decreased to 5 dBm (3 mW).

Smaller power levels have been also added for the basers(Bi®) to accommodate a
new feature. The GSM Cordless Telephony System (CTS) whiclvsasubscribers to
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use their GSM mobile phones to send and receive calls ovéixétepublic network.

GSM signal transmissions, by being a TDMA signal, have treratteristic that they
are time limited. This requires the transmitted signal teeha strict control over time
and in frequency. In Fig6.1a power-time mask to be applied against the transmitter
signal is shown. The spectral mask due to Gaussian Minimuifh is¢ying (GMSK)
modulation is presented in Fi§.2 Compliance with both ensures minimal interfer-
ence with users in adjacent time slots and channels and rewstittly followed.

6.3 Design for Maximum Drain Efficiency

Maximum circuit efficiency is obtained when all power sowege minimized with

respect to the output power. In an integrated circuit thituides not only the supply
voltage but also the driving signal necessary to properlgcémthe amplifier. For a

discrete power amplifier, the RF input signal has to be brooffichip and drive the

50 2 on board. In a fully integrated solution, only the voltageérsyis necessary and
less power is thus dissipated.

For the power levels intended in the current applicationQalBm input signal has
minimum influence in overall PAE at maximum output power. sThimplifies the
design as the circuit can be designed to only minimize thegp@m@nsumption from
the power supply. This and other optimization charactessire now described.

6.3.1 Basic Architecture

The class E power amplifier, of which the implementation iscdéed shortly, is a
differential two stage amplifier (Figt.17). The proposed solution is defined by:

* A nonlinear, high efficiency class E power amplifier welltedi for the appli-
cation GSM-850 standard. This is because information is@ed only in fre-
guency variations and not in amplitude.

« In a differential architecture, substrate noise is redug® current is discharged
to the substrate twice per cycle. This noise frequency isatdwice the desired
signal frequency which can be considered to be a common-sigdal, to which
the differential architecture is more immune.

» A two stage amplifier is a compromise between a simple desigife being
suitable for full integration as now the previous block i tinansmitting path,
the VCO, sees the much smaller transistor from the driviagest

* Although on-chip spiral inductors are desirable for cit@uegrability, their low
quality factor limits the maximum attainable efficiency tmat 40 % (Fig4.13.

The next two sub-sections now describe the optimizationguare of the circuit with
the above characteristics. In sub-sectd® 2a final design exploration on the variation
of the drain-bulk capacitance per transistor unit widthigestigated for the circuit in
Fig. 4.17. Finally, in sub-sectio6.3.3 the circuit optimization of the final differential
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Table 6.1: GSM Mobile Station Types.
Class| Output Power
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Figure 6.1: Mask limits for the GSM burst as specified by tlzagard.
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Figure 6.2: Mobile station GSM spectral mask due to GSMK ntatibn. A

30 kHz measurement bandwidth is used for frequencies beB®® kHz and
100 kHz otherwise. A higher attenuation is required for kigtiansmitted
power (Tables.1), resulting in the different horizontal lines.
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other stripes of the same transistor. This is used drain-junction capacitance (and the necessary

to increase the transistor drain-bulk capacitance. area used) is kept to its minimum for a given
transistor width.

Figure 6.3: Source/Drain transistor junctions layout.

two stage power amplifier, including all relevant circuiddsoard parasitics to better
describe the circuit measurement performance, is given.

6.3.2 Two Stage Class E Power Amplifier Optimization

In a fully integrated solution, the necessary power to dtha PA must be as low as
possible to maximize the PAE of the amplifié.25. According to 4.3), the smaller
the size of the input stage, the less power consumed by thi®psestage in providing
the required signal drive. It is thus advantageous to sieduth amplifier where the
tradeoff of a more (or less) efficient output stage is weigagdinst a less (or more)
efficient driving stage. Equally important is the need tosider the limitation imposed
on the transistor breakdown voltage which can result in scases that a less efficient
solution must be used because it has a lower maximum dratiageol

Anther variation that can be included in the basic circuiEf. 4.17, is the variation

of the parallel capacitdCqp value per unit width. This extra degree of freedom can be
exploited to further tune the design goals. The resultdfecase when this capacitance
has been doubled or halved are represented in ®Blby 2.0 and 0.5, respectively.
Although the drain-bulk capacitance has been considered ligis can also be an
additional linear metal-metal capacitor, which has theaatlge of causing a lower
peak voltage across the transistGhu94, thus causing lower stress to the device.

In Table 6.2, this reference (1.0), doubling (2.0) and halving (0.5)respnt, respec-
tively:

* A transistor where the drain-bulk junction is not shared anlayed-out with a
minimum diffusion size (Fig6.3(a).
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Table 6.2: Efficiency for different transistor drain-bulipacitance per unit
width for the circuit in Fig4.17and 1 W output power.

| Can(Wo) | Cab(W1) || DE ] Vpsmax) | W | Wi |
1.0 1.0 || 68.0% 795V | 260 um| 8978 um
0.5 0.5|| 69.6 % 8.60V | 100 pm| 12077 pm
0.5 2.0 65.3% 7.05V | 491 um| 6826 pum
2.0 0.5|| 69.8% 8.45V | 105 pum| 13760 pm
2.0 2.0 65.8% 6.90V | 696 um| 7413 pm

» As above, but now the drain-bulk junction is increased s the transistor has
the double drain-bulk capacitance per unit width as before.

» The arrangement of (Fi§.3(b) where the drain-bulk capacitance is shared with
the same stripes of the same transistor and is layed-outmiitimum diffusion
size.

From the results given in Tab&?2 a few conclusions can be drawn. First, the higher
DE values are obtained for the lower value€£gf in the output stage. The value for the
driving stage seems somehow to have a lower influence on tralbefficiency. Sec-
ondly, the required transistor size for the driving stageoissiderably smaller than the
output stage. Although the results presented suggestsvalube range of a few hun-
dred microns, further analysis reveals that the amplifietk&@s in sub-sectiod.5.5

on the edge of stability. This occurs in spite of the simolatoutput revealing the
expected class E waveforms. As a consequence, the size watiséstonV, must in-
crease to have a functional amplifier. Therefore, Tét2gives the best case estimation
for the DE. Thirdly, the width of the output transistor, apegted, is inversely propor-
tional to the capacitance per unit width.27). This is the consequence of a certain
output power requiring a specific shunt capacitance valugce@his capacitance per
unit width is decreased, the transistor size must be prigpaity increased to com-
pensate for this reduction. And finally, the maximum dradse in voltage in the
output stage\{ps(max)) is decreased for the cases where the unit length capaeitanc
is increased.

From the above, a few choices must be made prior to chip imgahéation.

» The higher efficiency is obtained with the largest size fa transistor in the
output stage, as a consequence requiring more silicon area.

» The lower stress in the output stage transistor occurs whetransistor drain-
bulk capacitance per unit width is increased, consequémtheasing the chip
area.

Although a higher efficiency is desirable, it comes at thee@ge of a higher drain-
source voltage. As such, the maximum supply voltage musedse in order for the
circuit to operate in a safe region. The consequence isiibatadme output power level
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Table 6.3: Optimized circuit sizes for the circuit in F&§4 considering all
circuit and ceramic substrate parasitics.
| [ We| Lo Wi| Li] Lw| Cw]
PA-LVMOSL1 || 1500 um| 4.17nH | 4750 um| 2.08 nH| 5.34 nH | 6.01 pF
PA-LVMOS?2 || 2000 um| 2.43 nH| 8000 um| 2.30nH | 4.87 nH | 5.86 pF

must be obtained from a lower supply voltage, hence, wittghadri current flowing in
the circuit. The stress on the transistor is considered @ere critical design issue.
Accordingly, an implementation featuring a lower maximuraid-source voltage has
been selected to design the PA presented in this work.

6.3.3 Fully Parasitic-Aware Power Amplifier Optimization

In the previous sub-section a relatively accurate powelifienhas been studied. The
present section further expand this study by including ffeceof the transmission
lines, inductor couplings, pads, on- and off-chip intermections and capacitor par-
asitics. The schematic of a such circuit is presented in &i4. Unlike what has
been commonly used so far, the series tuigdQo) is replaced by a more convenient
output L-matching I m-Cy) network. The 502 output resistance (representing the
antenna) is in this way transformed to the previgysvalue. Nevertheless, this nec-
essary change to make testing possible does not come wélmmsgt. Under the same
conditions, the change of filter topology decreases the maixi achievable efficiency
by about 4 %.

The schematic diagram of Fi§.4accurately represents a possible test setup. The input
transmission lines are considered to be lossless and ffegit mainly accounts for the
peak input voltage variation. The coupling between eacthefparallel inductors is
extracted with FastHenry, a 3D inductance extraction @wgrThe coupling factor is
iteratively changed in the SPICE simulation and the optadizalue used again as the
input for FastHenry. The power supply trace in the ceramizssate is also modeled.
Decoupling capacitors are then added to maximize the DE pahesitics of the SMD
capacitor used in the output low-pass matching filter is rfremtlas given in Fig4.9.
Bonding wires and the output pads are modeled as shown iMRB@nd Fig.4.10
respectively.

The correct placement of capacit®f, along the output transmission line have shown
to be a manner to further tune the impedance seen by the drapststor. This effect

is represented by TD in Fig.4. An increase of about 2-3 % in the DE is possible by
placing the capacitor no further than a couple of millimgtapart from the bonding
wire end on top of the transmission line.

The final optimized values for circuit elements are given abl€6.3. Both the am-
plifiers PA-LVMOS1 and PA-LVMOS2 have the input transistaydut with GEO=1
(Fig. 6.3(b) while the output transistor has GEO=0 (Fég3(a). The difference is that
the output capacitance per unit transistor width for theLRMOS1 is double that of
the PA-LVMOS?2 i.e., in Tabl&.2 Cyqp(W1) is equal to 2.0 and 1.0, respectively. Both



134 6.4 IMPLEMENTATION OF THE CLASS E POWER AMPLIFIER

50Q

i+

3500

Figure 6.4: Complete two stage fully differential class Edi¥uit schematic
including all parasitics. The performance-limiting patias are taken into
account during optimization: pad, inductor, discrete SNipacitor and tran-
sistor. Bonding wires connecting to the ground are consitlés be enough
in order not to limit the performance. To better describetésting environ-
ment, coupling between the inductors is included. Furtlogemthe trans-
mission line delay (TD) betweelny, andCy, is fine-tuned to maximize effi-
ciency. The die is indicated by a dashed line.

have an approximated DE of 66 %. The difference is that th&VWHOS1 has a higher
on-resistance. It has, nevertheless, a lower input capaatwhich produces a lower

transistor for the driving stage, consequently reduciegptbwer necessary to drive the
power amplifier.

In the next section the implementation of the power amplifiesilicon is presented.

6.4 Implementation of the Class E Power Amplifier

The layout of the final amplifier is mainly limited by the needirovide a good ground
connection at 850 MHz and having interconnections wide ghdo avoid being af-
fected by electromigration. For a given current, the widtthe metal interconnections
strongly depends on the temperature. Due to this expoheefi@ndence, the less the
power that is dissipated due to a more efficient amplifier,nloee compact it can be
made. For each stage in the amplifier, these and other laiyoiting characteristics
are now given.
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6.4.1 Output Stage

Being the largest stage, special care has been taken tivaficthe large current flow.
Supply and output pad are surrounded by parallel smallesistors, each one having
a total transistor width of 250 um, which are added togethét e total output tran-
sistor size is reached. In this way, the current flows fromcéngter of the chip to the
periphery which forms a ring of pads connecting to the grodrds provides not only
a symmetrical layout but also an even thermal gradientibligton along the chip.

The basic building block transistor, having a width of 250, jsayed-out with ground
connection using only the bottom metal layer. Sufficientsstdte contacts are placed
around each basic block so that any point in the fingeredistangs not further than
10 um from one substrate contact. This is supposed to cremtedand stable ground-
ing in terms of frequency and total current in the circuit.otal of 20 transistors, each
one having a width of 12.5 um, compose the cell. Two thingsdetiis width: the
RC time constant of the transistor and the number of viasahainecessary for the
total current in each block. In this case the number of viasoser-dimensioned for
certainty while the RC of the transistor is supposed to betmsucaller than the period
of the 850 MHz carrier signal.

Connection from the transistor drain to the output and suppt are layed-out using
the remaining four metal layers. All interconnections hthair size decreased to the
minimum necessatry.

6.4.2 Driver Stage

The smaller driver stage is also built using a transisto’s@f|2m, but different unit cell.
The layout follows the same guidelines of the output stagerenfurther information
is thus required.

6.4.3 Interstage Interconnection

The signal enters the chip and travels from the driving stagiee output stage through
metal lines. These have been sized considering the curmmt fésistance and in-
ductance. FastHenry is used to model each section of theameection that is later
simulated in SPICE. The goal is to minimize the resistanckiaguctance of the inter-
stage interconnection.

6.4.4 Chip Layout

The chip microphotograph is shown in F&5(b) From left to right, the driving stage
and output stage can be clearly distinguished. The hexdgondpad is used to bring
the signal into the chip; two other bondpads form the draimeations of the transistor,
and the last one in the central part is used to take the siginalTbe top circuit is then

vertically mirrored, in this way forming a differential arifier. With the exception of

the two circular RF input pads on the left, the periphery isdusnly for the 14 ground
connected bond pads.
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(a) Floor-plan of the amplifier.

i

(b) Microphotograph.

Figure 6.5: The RF signal enters the chip on the left sideutiindhe hexag-
onal pad that connects directly to the driver stage. The ifiegblsignal is
further amplified in the output stage before leaving the eligpthe RFOUT
pad. The final fully differential amplifier is constructed aynirror and copy
operation. All the remaining pads are used for connectirtgearound.

6.5 Experimental Evaluation

In sub-sectiort.4.2a methodology for optimally designing power amplifiers faam
imum efficiency has been presented. Different simulatioegtaEen given to show its
usefulness. In this chapter more simulations are givens 3é&ction presents the mea-
surement results of one power amplifier designed witki PER following the proposed
methodology being a validation of the tool described in sabtion4.4.2 The fully
differential two stage class E power amplifier has been medin a standard 0.35um
CMOS technology. The experiments are now presented. Thi@®uof this section is
as follows.

In sub-sectior6.5.1the measurement setup used to characterize the amplifierper
mance is given.

The measurement of the designed power amplifier is probabklyrtost difficult task

in the overall design frame. The correct design of the ceramlpstrate, the quality of
the ground plane and the reduction of all parasitics hasgoltw be a time-consuming
task. Afterwards, measuring has been a pleasant and armiegriexperience. The
measurement results are presented in sub-se@ttod

Finally, in sub-sectiol.5.3 the performance of the implemented amplifier is compared
to the performance of other recently published power arepdifi The conclusions of
this section are then drawn.



6.5.1 Measurement Setup 137

6.5.1 Measurement Setup

The measurement setup used to characterize the class E ampkiier is presented in
Fig.6.6(a) A photo of the die attached to the ceramic substrate withdmeling wires,
filter capacitor Cy) and decoupling capacitors is shown in Fg6(b) The substrate is
inside a copper-beryllium box to shield the circuit fromesxial interference sources.
The bare die is directly glued to the substrate by means ohduziive epoxy. All
inductors are implemented using 25 um in diameter aluminantding wires.

Decoupling capacitors are used to give a stable power swojtiyge. A high number
of vias are used to provide a low-inductive path from the togugd cladding metal
layer to the full bottom grounding plane. Each individualtatesection parasitic is
modeled with FastHenry. Determination of their influenceasfied with SPICE. All
SMD components, transmission lines, ground quality angudut-matching networks
are then measured with a Vector Network Analyzer (RS ZVM)ddfy all the assump-
tions.

The input of the PA is on the right side of the board. A commagdwer splitter (Mini-
Circuits ZAPDJ-2, 1-2GHz 2 Way-180° Power Splitter/Conasnis used to provide
the necessary differential input signal coming from thetdeSignal Generator (RS
SMIQ 06B). On board, 5@ transmission lines, terminated on a &Qesistor provide
the necessary input signal for the operation of the powetifierpThe output of the PA
exits from the right side in Figs.6(b)through a DC blocker. The differential signal is
then transformed into single ended signal via Power Connigiteé 11667B). A Power
Meter (RS NRVS) with a Power Sensor (RS NRV-Z32) is the usethéasure the
power. Spectrum diagrams are obtained with the help of aabiynmalyzer (RS FSIQ
26). Compensation of the losses in the coaxial cables an@mpsplitter/combiner is
done to obtain the final values. The measurement resultinebtavith the described
setup are now given.

6.5.2 Measurement Results

6.5.2.1 PA-LVMOS2

The following measurement results have been obtained uti#adernal cooling for the
designed 0.35 pm CMOS power amplifier. Circuit losses in tivequ splitter/combiner
and coaxial cables are calibrated. As such, only the losséde the copper-beryllium
box are considered for the final circuit efficiency. The posignal of the signal gen-
erator,Py N RrF is equal to +11 dBm.

Fig.6.7presents the output spectrum of the converter for one sieimput signal with
855 MHz. The spectral purity is close to the quality of thensigirom the generator
itself.

In Fig. 6.8, the output power DE and PAE as a function of the supply veliaghown.
As expected, the dependence of the output power level i9appately proportional
to V%D. For an output level above 158 mW, ¥pp > 1V, the PAE is always greater
than 60 %, reaching a maximum of 66 % (DE=67 %) when the supgtage is equal
to 2.0 V. A maximum output power level equal to 955 mW (29.8 gBsnmeasured
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(a) The signal coming from the Vector Signal Generator (tdf) Ie divided in two opposite phase
signals by the power splitter. This signal reaches the araptifiving stage inside the copper-beryllium
box (center). The differential output signal is then addgd power combiner and measured on a Power
Meter (bottom right) with the help of a power sensor. The Sighnalyzer is represented on the top
right and is used to obtain the different spectrum graphics.

(b) Copper-Beryllium box photograph of the die mounted onraréc sub-
strate.

Figure 6.6: Setup used in the measurements of the PA-LVMQ@82pam-
plifier.
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at 2.26 V. Above a supply voltage of 2 V, nondestructive jiorcbreakdown starts to
occur due to impact ionization currents and the PAE decsdaseause a current larger
than predicted by common device models flows. This phenomean be alleviated
by using a linear capacitor which decreases the maximunm daiage for the same
output power Chu94, and replacing the output stage transistor junction toehav
shared drain junction (Figs.3(b). The linear capacitor can be implemented using
lateral flux which also saves arefyja02 in comparison with more traditional metal-
metal capacitors.

Fig. 6.9 shows measurements versus frequency done with a 2 V supipggeo Two
peaks in efficiency are clearly seen. At 810 MHz and 850 MHz aimam output
power level in excess of 720 mW is measured. The PAE of at ¥5%t is maintained
over the frequency range from 780 MHz to 850 MHz with a maximuiue of 70 %
at 790-800 MHz.

The amplifier is designed to be used with a constant envelopdulation scheme.
More precisely, it is intended to fulfill the GSM specificatibmits for spectrum due
to modulation. In Fig6.10 the amplifier output signal when the input is a modulation
type GMSK signal is given. The Gaussian filter used in GMSKegegally specified
by its BT product, where B is the 3 dB bandwidth of the filter ands the symbol
duration. In this case a value of 0.3 is used. A signal frequerfi 855 MHz is used.
As seen, the output spectrum falls within the spectral magkeoGSM specifications.

To verify the proper operation of the differential archttee in suppressing the second
harmonic, a measurement up to 2.8 GHz is performed. At thérmar output power
level and with an input signal frequency of 855 MHz, the ottppectral content in
Fig. 6.11 shows the suppression of the second harmonic which is 45 dBvitee
transmitted signal.

Measurements from chip-to-chip of dies within the same amghown similar results.
The same frequency range of operation is obtained and withesiefficiency. On a
whole, the small differences measured can be attributeddertainty as a result of the
manual bonding of the inductors and expected variations filee-to-die and between
the SMD capacitors.

The measurements summarized on T&bkare in very good agreement with the sim-
ulation results from sub-sectid@3.3where a maximum DE of 66 % is expected from
simulations and a value of 67 % is measured in the laborafdns accuracy is well
within the circuit modeling uncertainty. Neverthelesss ttorroborates the simulation
results and supports the statement that all limiting peréorce parasitics are included
during the optimizations. A maximum value of 30 dBm is expécivhereas a max-
imum value of 29.8 dBm is measured. This difference is atte to the breakdown
of the transistor and the inexistence of a design safety imaigevertheless, at each
measured voltage step, measured current consumption dpdt guower show good
agreement with the simulations. The measurement is thubdatian of the RMPER
tool and the methodology it incorporates in this design lier &SM-850 band.
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Table 6.4: Summary of the class E power amplifier performance

| Parameter] Unit [| PA-LVMOS? |
Supply Voltage \% 2.26
Operating Frequency MHz 855
Maximum DE % 67
Maximum PAE % 66
Output Power mwW 955
Die Area | pm x pm 865 x 785
CMOS Technology — 0.35 um

Output Power (dBm)

60 H H H
854 854.5 855 855.5 856
Frequency (MHz)

Figure 6.7: Output spectrum for a sinewave input signal mneakwith a RS
FSIQ 26 signal analyzer with a resolution bandwidth of 30 kHz

6.5.2.2 Effectin Efficiency of the Number of Bonding Wires to t he Ground

It is commonly accepted that a larger number of bonding winegarallel provide
a low-inductance connection to the ground board. The quefiton-chip ground is
strongly dependent on the quality of the connection to tmami substrate and from
the ceramic substrate to the box.

The circuit from Fig.6.5(b) has 12 bond pads that are used for connecting to the ce-
ramic substrate through a bondwire. The two remaining baddpcluded for ground
connection cannot be used due to space constraints. Thiy sigiiage of the circuit
is chosen so that the amplifier works at the maximum outpuepdsvel. The number
of bonding wires is decreased each time by two until only tvedleft. At each step the
output power is measured. At maximum output power levelag been observed that
the output power decreases by less than 100 mW for the caseamhetwo bonding
wires connect the circuit to the ground. The circuit becomasfunctional if none of
the bonding wires are present which is a sign that the coimmetd the ground is not
made from the chip to the ground through the conductive ditaeking the die to the
ceramic substrate.

Reducing the number from 12 to 10 has no effect on the maximuipud power, a
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Figure 6.9: Output power, DE and PAErsusfrequency measured with
VDD=2 V.

sign that at these frequencies and output power level, ne riian the number of
bonding wires already in use are necessary. In additionnwhéy two bonding wires
are connected, a current in the range of 350 mA flows in eacHibgrwire without
observed output power variation at the cent-dB level oveeti

6.5.3 Performance Comparison

In the work presented so far, the design, optimization, @np@ntation and measure-
ment of a differential two stage class E power amplifier in C8i@as been given. At
this point, a comparison with state-of-the-art is presgnte

An overview of state-of-the-art power amplifiers publishedjiven in Table6.5 for
circuits with a different class of operation, frequency andximum output power.
Although the DE and PAE of the presented PA outperforms biioteferenced ampli-
fiers, for a better comparison, restriction to a similar érelgcy band and output power
level is necessary, as it minimizes other influences. In losian, there are no pub-
lished results for a circuit implemented in CMOS that formitar output power level
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Figure 6.10: GSM spectrum with the output at the maximum wiLpower
level at an input signal of 855 MHz and a filter parameter BB=0The
resolution bandwidth of the signal analyzer (RS FSIQ 26Qi&3z.

30

20

10

Output Power (dBm)

1000 1500 2000 2500
Frequency (MHz)

Figure 6.11: Frequency domain output of the differentialphfier from
800 MHz up to 2800 MHz with a 855 MHz input signal frequency.

and frequency of operation show a better performance. Bhikd result of proper
modeling of parasitics and circuit optimization.

Other strong points of the presented PA are

» The power amplifier maintains at least 60 % efficiency for atpat power level
above 158 mW. This is especially important as the power dipis not always
working at the maximum power level. This characteristic ngethat a high
efficiency is possible over a wide operational range.

» The design is fully automated after including all parasitiThe sizing and layout

of a new power amplifier with similar characteristics can Edmwithin a few
days.
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Open literature supports somehow that the class E poweif&and often preferred to
the other topologies. However, measured results do not shdear advantage of one
topology over the other. This is especially true if only sl&and F are involved. The
simplicity of class E is sometimes the reason to use thislégo Another advantage
is the relative insensitivity to component variatidRea78a

6.6 Conclusion

A class E power amplifier has been presented. TAveA2R tool has been used during
the optimization of the circuit for the optimal sizing of o power amplifier for
maximum efficiency. Careful analysis and inclusion of aligsatics during the design
phase has lead to close agreement between simulation asdmeents. A maximum
value of 66 % for the Drain Efficiency (DE) has been simulatesus 67 % measured.
There are no published results for a circuit implemented MiGS that for a similar
output power level and frequency of operation shows a bpidbrmance.

The designed amplifier has been manufactured in a commeér8aum 5M2P CMOS
process. It occupies a total area of 0.68 fniMeasurement results show that it works
at 855 MHz and has a maximum output power of 955 mW at 2.26 Vast & high
efficiency over a broad range of output power levels, the PA&Wways greater than
60 % for an output power above 158 mW and a maximum PAE of 66 %hiseeed. The
above characteristics make the designed circuit suitainl&SEM-850 mobile station
class 5.



Table 6.5: Overview of CMOS power amplifiers.

| | [Su97 | [Tsa02 | [KuoOl | [YooOq] | [Falo] [ [Mer0Z | [Shi0Z | This Work |
Supply Voltage 25V 20V | 18/3.0V 1.8V 3.4V 23V 15V 23V
Frequency|| 850 MHz | 1900 MHz | 900 MHz | 900 MHz | 1750 MHz | 700 MHz | 1400 MHz | 850 MHz

DE 62 % - - 46 % - - - 67 %

PAE 42 % 48 % 43 % 41 % 55 % 62 % 49 % 66 %

Output Power 1w 1w 15W | 900 mW | 1096 mW 1w 304 mW | 955 mw

Class D E F E AB E F E

Die Area || 1.5mnt 1.6 mnt 2 mn? 4 mn? 1.1mnf | 2.64mnf | 0.43mnf | 0.68 mnt
Technology 0.8 um 0.35 um 0.2um| 0.25um 0.35um| 0.35um 0.25 um 0.35 um
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Conclusions

7.1 Research Overview and Contributions

For each application, complexity and performance must befaldy weighed against
power consumption. Even though the desire is to integratawah as possible, one
must remember that this might not always lead to a more poffieieat circuit. Each
one of the available technological options, when propestylsined, offer not only the
desired increased battery autonomy but also a lower cost. r@$earch work that is
now completed has contributed, amongst others, the faligwesults:

» The analysis, under the same conditions, of six multistegguency compen-
sation schemes has shown that they have more in common thetrcadnld be
concluded from the measurement results and the used figtirasrd. There
are different factors that influence their performance a/bthers can be used to
artificially decrease the power consumption. After allstiieans that the so far
used figures of merit are of no practical use.

The topology that performs best in terms of a higher UnityrGaiequency
(UGF) can do it at the expense of a poorer transient respongaver slew

rate. There is no best compensation topology that suitppli@tions. Instead,
it should be chosen for the particular application in questA simple variation
of the NMC scheme can save up to 50 % of the total power.

Considering more efficient design criteria, the assumptianthe amplifier has
a third order Butterworth frequency response in a unity dge@tdback configu-
ration should be somehow ignored. Reducing the loop danmaitig parameter
(¢o) from the typical ¥+/2 can decrease the power consumption by about 25 %.

» The methodology presented to optimize class E power amysifor maximum
efficiency has been validated and has shown good agreentemheasurements.
It has been demonstrated that it is impossible to accouralffaircuit parasitics
using only equations and still maximize efficiency. The roeiblogy has been
incorporated in a tool to automatically size CMOS power afigps. It has been
shown to be sufficiently flexible to optimize different vditams to the general-
ized class E power amplifier.

High voltage in CMOS has been explored as a way to achieve a duigput
power level. It has been shown that high breakdown voltagessible without

145
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any change in the design process flow. The device can be usew wie re-
quirement for a high voltage is mandatory and the increagaut resistance and
capacitance have minimal influence.

The automated design of a high-efficiency class E power digpih CMOS has
been presented. It has demonstrated the necessity to énchicnly all device
parasitics but also board parasitics for maximizing theiiDEdficiency (DE).

To conclude: the analysis, simulation, optimization an@sueement of high efficiency
amplifiers in CMOS has been discussed in this thesis. A nosglEncy compensation
topology for three stage operational amplifiers has beesepted. It has been shown
that it is possible to achieve high breakdown voltage in cemial CMOS technolo-
gies without any change in the process flow. Finally, a diiféial two stage class E
power amplifier has been optimized and has shown good agreemitd simulations
and high efficiency.

7.2 Possibilities for Future Work

Future research can continue, either incrementally fragrpthint where the presented
study has left off or by pursuing one of the following suggast. High performances
can be obtained in a relatively inexpensive technology@Gk&éOS but the main advan-
tages arise from the possibility of integrating a full systen a chip. Nevertheless, |
would like to stress the fact that the most difficult thing nyalesign like the ones pre-
sented in this work is measuring. Without measurementtesul work is unfinished
but this is sometimes a disregarded issue.

Advancements can come both from integration, where thegioaluct design is eased,
or by increasing the performance of a single block. Sevemlds can be addressed
and different research paths can be followed of which thievieghg seem interesting
to dedicate more time to.

» The design of multistage amplifiers, although a field wittoasiderable amount
of work done by the academia, still has to be accepted in tthesiny. Most of
the designs presented so far include only the amplifier. Miitimore complex
systems showing good performance, it is likely that the dsthe well estab-
lished NMC topology is to continue. Other characteristisshsas PSRR and
CMRR have increased importance in systems where the idjeliggtal switch-
ing noise has results in performance degradation. Equalbpoitant is the am-
plifier intrinsic noise. All the previous characteristiageatually limit the circuit
performance. Comparing each topology on a theoretical leedes it possible
to determine the advantages of each amplifier.

« Differential circuits have advantages in terms of bett@isa immunity and in-
creased dynamic range. However, today’s circuits commosgya single ended
antenna. Hence differential signal to single ended comeraust exist. Higher
power can thus be generated from the battery if this cormesin be made more
efficient. This might lie in a similar approach to the work ggated in Pau03
where it is even possible to perform this conversion on-aiggead of on-board.
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» The measured performance of the class E power amplifieepted in this work
agrees well with the performance expected from simulatidmés justifies that
the RF performance can be precisely determined beforeh@his. automated
sizing can be extended to include the auxiliary circuitsessary by an au-
tonomous PA: GSM burst shaping, power control and inpup@aiutnatching
networks.

» Technologies including the Gallium Arsenide (GaAs), ligp@nd Silicon Ger-
manium (SiGe) are predominant in implemented power amgifiginly result-
ing from the required output power level and power addedieffey necessary
for the application. The prototype presented in this worlét amother publica-
tions show that CMOS can be used as well, although only fotetbe stringent
mobile station type. Due to the maximum voltage decreasenfie advanced
technologies, new approaches must be derived. In this figlther investigation
is worthwhile.

» The level of performance for the PA presented in this workea@nly possible
because an automated design and optimization environrasriiden used. The
simulation programs and the numerous design considesatiomd be used and
extended... without having to reinvent the wheel once more.

 Parasitic losses in the PA strongly limit the maximum powficiency attain-
able. More advanced CMOS technologies do not necessafdy pdissives with
a higher quality factor than those obtained by a much chetapefilm technol-
ogy. This is especially true in the case of the inductors.sit@rable work could
be done in merging the best of each technology to obtain dtsineously higher
performance and a lower cost.

» The power amplifier presented in this thesis cannot be wuseapiplications that
also transmit information by varying the amplitude on tophaf frequency. Dif-
ferent linearization schemes exist. Whether a linearinaitheme or the use of
a linear power amplifier is advantageous is yet to be seensilement results
do not show any clear trend.

* It is expected that in the near future full transceiverduding the PA will be
available in one chip implemented in CMOS. Once the knowéddgeach of the
different blocks has been gathered, full integration isw@resting technological
achievement to pursue.

Now that I'm finishing my studies | would like to think that tkasons that made me
come here are still valid. 1 wish you all the best!
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