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Abstract

In this era where the desire to always be within reach of a communication device is
larger than ever, there is a growing need for the developmentof circuits that make the
dream of this Global Village a reality. Mobility, while remaining reachable at all times,
is possible with the use of wireless communications that have the common character-
istic of having a limited power source in the battery. This asks for circuit techniques
that increase the portable electronic device autonomy. A higher autonomy makes a
product more usable, lighter (because a smaller battery is necessary), and as such more
appealing to the consumer. Systems with a higher functionality, higher capacity and a
slick design are only possible if power consumption is reduced to the minimum. Fur-
thermore, new products are developed on a regular basis. As aconsequence, system
integrators and everyone working in such a competitive environment see their time-to-
market as a small window of opportunity. All design steps until the product reaches
the shop shelves have to be optimized. Usually, the first steps in the engineering devel-
opment require a large percentage of this time, which has to be minimized to keep the
prices low.

The presented work covers the modeling, analysis, design, optimization and IC char-
acterization of two different types of amplifiers in CMOS suitable to be integrated on
a transceiver for mobile communications.

The design of a low-power, low-voltage and high efficiency three stage operational
amplifier is covered in the first part. A new frequency compensation topology is pre-
sented and analyzed in detail in terms of some of the most common characteristics.
Furthermore, comparison with other frequency compensation topologies, and the im-
pact of different design characteristics (compensation and load capacitor, optimization
emphasis, etc.) on the amplifier performance is presented. This comparison makes
it possible to see the performance of each compensation topology without the influ-
ence of external design factors by comparing all topologiesunder the same conditions.
Subsequently, the effect of the positioning of the poles andits impact on the power
consumption is addressed. Finally, the proposed frequencycompensation topology is
optimized using a computer design automation approach, simultaneously at the block
and transistor level, resulting in considerable power savings.

The second part details the design of a power amplifier for theGSM-850 standard.
First, the class E power amplifier design methodology is covered. The simplified state-
space model and the automated sizing allow to obtain a simplearchitectural represen-
tation and a highly accurate description of the RF behavior.As a result, they are used
to gain insight into the circuit performances where preciseequations including circuit
parasitics are lacking. Secondly, the possibility to increase the supply voltage beyond

iii



iv ABSTRACT

the stated maximum supply voltage of standard CMOS low-voltage technologies is ex-
plored, with the objective of increasing the efficiency. Andfinally, a 850-MHz, 30 dBm
class E power amplifier designed in standard CMOS technologyis presented. Careful
analysis and inclusion of all circuit and test-board parasitics in combination with the au-
tomated sizing methodology result in a high efficiency amplifier sized in less than one
hour of CPU time. Also, simulation results are in very good agreement with measure-
ments. As a consequence of this work, for a similar output power level and frequency
of operation, the designed PA shows the highest efficiency for a circuit implemented in
CMOS. Furthermore, this high efficiency is already achievedfrom low output power
levels which is especially important as the power amplifier is thus not always working
at the maximum power level.

The two different types of amplifiers described in detail in the following pages, were
studied, optimized, designed, manufactured, and measuredwhile simultaneously aim-
ing at power optimization, reduced design cycle and cost saving. The two high-performance
amplifiers designed in commercial 0.35 µm CMOS technology have the following sum-
marized characteristics:

• Operational amplifier: with a power consumption of 275 µW and a load of
130 pF//24 kÄ, it achieves a Unity Gain Frequency (UGF) of 2.7 MHz with
a Phase Margin (PM) of 52°. An average slew rate of 1.0 V/µs is measured. The
positive and negative settling time to 1 % final settling timeerror is 1.4 µs and
1.0 µs, respectively.

• Class E power amplifier: a maximum Power Added Efficiency (PAE) of 66 % is
measured. At a supply voltage of 2.26 V, a maximum output power of 955 mW
is obtained for an input signal with a frequency equal to 855 MHz. It has a
high efficiency over a broad range of output power levels and the PAE is always
greater than 60 % for values above 158 mW.
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Chapter 1

Introduction

1.1 Motivation and Applications

Wireless communications have seen a remarkable growth in the last years. Mobile
communications are part of our lives, so much so that it is common to ask for some-
body’s mobile phone number. Together with microprocessorsand computers, the wire-
less market is a driving force behind semiconductor development, with foundries im-
proving their technologies to include extensions that increase the performance of Radio
Frequency (RF) circuits. Smaller, lighter, with extra functionality and with higher au-
tonomy are key characteristics to create a more attractive product. Manufacturers thus
sell a myriad of such devices: mobile phones, Personal Digital Assistants (PDAs), mul-
timedia players, headsets, GPSs, etc. All these devices areso universal in the developed
world that with the exception of the author of this thesis, everybody has at least one
type of battery operated wireless device.

Interest in wireless Internet has skyrocketed in recent years. Furthermore, there is a
growing interest in sensors that can communicate with one another. The need for an
ever increasing data traffic or simpler and cheaper devices have as result that standards
are both being developed or enhanced.

For this wireless world to exist, the block that ultimately transmits the signal must
necessarily be present. This circuit is commonly called Power Amplifier (PA). In a
wireless transmitter the task of a power amplifier is to increase the input signal power
to a higher power before delivering it to the antenna. The PA requires special attention
due to its characteristics. A considerable percentage of the total power consumption
of a mobile device is in this block alone. If the efficiency is low two things happen:
more power has to be drained from the batteries and the extra power generated due
to its inefficiency is transformed into heat that must be adequately removed from the
chip. The heat in itself is a problem because it degrades circuit life-time. Another con-
sequence is that a package that can dissipate heat more efficiently is necessary with the
drawback that this is usually more expensive. More power consumption also implies
that the user has to charge the batteries more frequently, making this less appealing. By
no means unimportant, is that this inefficiency also requires more resources by wasting
more electricity with the consequent increase in the cost ofoperation of the product.

Specifically in the case of mobile phones, the maximum outputpower is usually only
transmitted in the beginning of the handshake with the base station or when on the road,
moving to another base station. This happens, as the mobile phone can be instructed,
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2 1.1 MOTIVATION AND APPLICATIONS

by the base station, to reduce its power level. The issue hereis that commonly the
highest efficiency of the PA is only obtained when transmitting its peak output power.
It is thus desirable to achieve a high efficiency over a broad range of output power
levels to maximize battery autonomy.

With the ever decreasing maximum supply voltage, circuit functionality must be ex-
ecuted without performance loss. Because the supply voltage is linked to the output
power byP = V I , increasing the circuit current is the only way to keep the output
power constant. With each advance in technology, device geometries and metal inter-
connections become smaller, which makes it difficult to design PAs. Although in a
transceiver, it is the PA that frequently has the highest percentage of the total power
budget, other circuits play an equally important role. Analog filters, voltage controlled
oscillators, A/D, D/A and so on, must also perform in this situation.

Other types of amplifiers are also required in the analog partof a transceiver. Various
functions in it depend on how good and how efficient these amplifiers function. One
of the most universal type of amplifiers is the operational amplifier (OPAMP). Two
of the most common characteristics are its high DC gain and the frequency at which
this gain reaches the value of one. More advanced technologies make increasing the
unity gain frequency an easier task. However, because the supply voltage is decreased,
circuit techniques, different from those used before, mustbe investigated so the DC
gain continues to be equally high. The operational amplifiercommonly works in a
closed loop with negative feedback which desensitizes circuit variations in the closed
loop, if the open loop gain is high.

All wireless protocols such as the Global System for Mobile Communications (GSM)
for mobile phones, the IEEE 802.x for wireless local area networks and short range
Wireless Personal Area Network (WPAN) which include for example the Bluetooth®and
IEEE 802.15.x need in their implementation a different set of amplifiers. However, only
the previous two will be dealt with in this work.

1.1.1 Cost Reduction

Evidently, the best circuit in the world is worthless if it cannot be sold because it is
too expensive. Its results can be published but the company bottom line will not profit
from it. To that end, careful selection of the technology is important. This is where
Complementary Metal Oxide Semiconductor (CMOS) plays a role. In general, CMOS
performs poorly at high frequency but the potential of largescale integration with the
high integration it provides for digital circuits and othersupporting analog functions,
makes is attractive for single chip solutions. The academiathinks that this is still an
unexplored field which can originate new ideas and interesting situations. The reason
why CMOS is not used more in the industry is because designersthere have mostly
used, and feel more comfortable using other technologies. With more students with
understanding of CMOS, it is expected that this situation islikely to change. These
days, for applications up to a couple of GHz, a full system is areality while small
blocks are already available for frequencies above 50 GHz.

Needless to say, the engineering cost can be reduced, or at least optimized. By carefully
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gathering important information used during sizing, a faster design can be obtained the
next time the circuit is sized. More important, this second sizing can also occur during
or before the chip is first sent for fabrication. If more similar steps are executed in an
automatic manner while a somehow intelligent algorithm decides the best way to go,
two advantages arise. Firstly, all the knowledge is retained. Secondly, it is possible
that a new design might even be proposed, which might turn outto be more efficient.
Another advantage includes the reduction in design cycles.The designer can now
concentrate on really interesting design aspects instead of having to guarantee that the
circuits can indeed work on all process corners.

Many variables influence the total cost: process technology, die area, package type and
circuit test to name a few. Cost savings can in this way be obtained by integrating. Two
advantages arise from this fact: only one package is necessary and testing is simplified.
Furthermore, because the signal can always stay inside the chip, the circuit can be
made more power efficient, hence consuming less power so thatsmaller batteries are
required for the same performance. In the long run, more functionality can be crammed
into silicon while having similar or increased autonomy. For the final integrator, having
to deal with less chips has the advantage of saving real estate and complexity. At the
end, cost is the prevailing factor and the cheapest solutionoften wins.

1.2 Research Work

The presented work deals with the analysis, simulation, design and measurement of two
types of amplifiers: the operational amplifier for high-gainand low-power design and
the class E power amplifier for RF applications in the currentmobile phone standards.
The work addressed in this thesis is not extensive for the obvious reason that this field
is very extensive. It is nevertheless interesting to join these two types of amplifiers for
two different blocks in the same final product. The remainingof this section gives an
overview of the carried out research work.

Focusing only on the CMOS technology, two different applications are to be explored.
While analog filters or A/D converters require amplifiers having simultaneously low-
power and low-voltage operation with maximized efficiency,the amplifier in charge of
delivering a strong signal to the antenna for transmission is necessarily a high-power
circuit. In common they have the functionality while the frequency of operation, the
power level and the constraints in their design sets them apart.

• Multistage operational amplifiers. In the work presented,various aspects of the
design of three stage operational amplifiers are presented.In particular, the fol-
lowing characteristics are discussed.

– A novel frequency compensation for three stage operationalamplifiers is
presented. A detailed analysis of the different design parameters is given
covering the small signal transfer function, Unity Gain Frequency (UGF),
Phase Margin (PM), stability and design equations.

– A method for amplifier comparison where the influence of the compensa-
tion and load capacitors is minimized. Optimization both atthe block and
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transistor level can be used to further minimize the power consumption.

• Radio frequency amplifiers based on non-linear class E power amplifier. The
following design aspects are covered in the presented work.

– A methodology to optimally design and optimize radio frequency ampli-
fiers while accounting for the parasitic effects is presented. This means two
things: first, the study of the amplifier topology where the inclusion of sim-
ple parasitics makes analytical analysis cumbersome, is possible; secondly,
the optimization for maximum efficiency of complex circuitsincluding all
device and board parasitics within a couple of hours.

– The exploration of the possibility to increase the supply voltage beyond the
maximum stated by the technology provider in a commercial CMOS tech-
nology and later use it for a class E power amplifier design. Inparticular,
this increase in the transistor breakdown voltage is obtained without any
change in the already existing process flow.

As a result of this work, two amplifiers have been fabricated of which more details are
given in this text. A brief summary of their results is presented below.

• Three stage operational amplifier: It is implemented in 0.35 µm CMOS technol-
ogy. A Unity Gain Frequency (UGF) of 2.7 MHz with a PM of 52° while loaded
by 130 pF//24 kÄ is achieved. The measured average slew rate is 1.0 V/µs. The
amplifier power consumption is 275 µW.

• Class E power amplifier: It is implemented in 0.35 µm CMOS technology and
reaches a maximum Power Added Efficiency (PAE) of 66 %. At a supply voltage
of 2.26 V a maximum output power of 955 mW is obtained for an input signal
with a frequency equal to 855 MHz. It has a high efficiency overa broad range
of output power levels and the PAE is always greater than 60 % for values above
158 mW.

1.3 Outline of the Work

The outline of the presented work is as follows. The first two chapters discuss the oper-
ational amplifier design while the following three chapterscover the implementation of
the radio frequency amplifier. A more detailed description of each one of the chapters
is now given.

Chapter2 presents a detailed analysis of the novel three stage frequency compensation.
The chapter starts with a brief introduction of the need to use multistage amplifiers in
the near future as a result of the supply voltage reduction which decreases the max-
imum attainable gain per stage. After this, the Nested Miller Compensation (NMC)
topology which is usually used as the reference for multistage amplifiers is briefly in-
troduced. Then, the proposed frequency compensation scheme and some of its more
common characteristics are presented. Finally, to validate the design procedure, the
measurement results of the fabricated operational amplifier are given.
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Chapter3 presents the method to compare various amplifier topologieswhere the in-
fluence of design criteria, such as the value of the compensation and load capacitors or
the transconductance, are minimized. Using the design equations given in each of the
papers where the topologies are first presented, the resultsare then given for each of the
compensation topologies, for a range of load and compensation capacitors. Using the
results already obtained, the small signal settling time ispresented for each one of the
amplifiers. The second part of this chapter discusses the possibilities to further reduce
the power consumption by properly selecting the operating point, either at the block
or at the transistor level. Optimizations are used in this case to explore new design
possibilities.

Chapter4 starts by briefly presenting some of the most common classes of amplifiers
that are used in RF applications. A simplified state-space model of the class E power
amplifier is given alongside with the advantages and disadvantages. A new method-
ology for optimally designing power amplifiers for maximum efficiency is then given.
A computer tool is subsequently built and used to perform simple studies on the basic
class E power amplifier with respect to various design criteria. To show the flexibility, a
more complex differential two stage class E power amplifier including circuit parasitics
is later optimized.

Chapter5 first discusses existing possibilities to achieve a high breakdown voltage in
CMOS. The solutions include both circuit design and technological advances. Then,
follow reliability concerns and short channel effects which are enhanced for an in-
creased supply voltage operation. A novel high-voltage structure compatible with the
most common isolation techniques used in current technologies is later given. Mea-
surements from manufactured test chips are given where the various low-voltage and
high-voltage structures are compared in terms of some of their characteristics. The
chapter ends by studying the advantages and disadvantages of a high-voltage transis-
tor in terms of its on-resistance and total input capacitance when applied to the design
of a class E power amplifier. For better comparison, the studyis done in the same
conditions as the one done in Chapter4

Chapter6 presents the design and experimental results of an efficientclass E power
amplifier implemented in CMOS technology. Designed to be employed in the GSM-
850 standard, the architecture is first briefly described. Then, the circuit and board
parasitics are included in an optimization loop where the tool methodology described
in Chapter4 is used to maximize the circuit efficiency. The chapter ends with the pre-
sentation of the measurement results of the circuit, which as a result of proper modeling
of all parasitics are in excellent agreement with the simulations.

Chapter7 presents the conclusions and possible topics for future research.
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Chapter 2

Positive Feedback Frequency Compensation for
Three Stage Amplifier

2.1 Introduction

Research in analog circuit design is focused on low-voltagelow-power battery oper-
ated equipment to be used for example in portable equipment,wireless communication
products, hearing aids and consumer electronics. A reducedsupply voltage is neces-
sary to decrease power consumption to ensure a reasonable battery lifetime in portable
electronics. For the same reason, low-power circuits are also expected to reduce ther-
mal dissipation, of increasing importance with the generaltrend in miniaturization.

Advancements required by International Technology Roadmap for Semiconductors
(ITRS), means that with current CMOS standard fabrication processes, circuits must
work at supply voltages as low as 1.5 V [ITRS]. Industry and academia are research-
ing new circuit techniques that will make them operate at this voltage. To this end the
industry and the academia are doing research in new circuit techniques to enable them
to operate at this voltage. Working at lower voltages poses new constraints, especially
important for the specific case of analog design. However, a reduction in performance
is not desirable. Nevertheless, going to lower voltages andhigher efficiencies require
innovative circuits to solve current design needs of fastercircuits and better perfor-
mance.

Overall cost is important as well and integration is seen as apossible solution. An-
other is the use of simpler fabrication processes. CMOS technology is todayde facto
consumer technology, mainly due to its use for microprocessors and memories. This
causes the most advanced technologies to be tailored to digital circuits. New analog
circuits and solutions that can extract the most from a digital custom-built technology
are thus needed.

Specifically in the case of analog design, operational amplifiers continue to be fre-
quently used as building blocks for analog processing. Thisconstitutes a strong motive
to do research in circuits able to operate at these low voltages, but without decrease in
performance. Particularly at low voltages, cascoding is nolonger an advisable tech-
nique to achieve high gain, as stacked transistors limit theavailable voltage swing at
the output. As a result the multistage amplifier is being researched as a technique to
overcome this limitation. As such, recent designs suggest some solutions for operation
at lower supply voltages [Fon91, Ng99, Leu00], higher gain [Bul90, Ng99, Leu00],
bandwidth and efficiency.

7
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The goal of this work is to develop a three stage amplifier witha better bandwidth to
power efficiency and suitable for driving capacitive loads for circuits that require a high
gain such as high accuracy16 modulators, pipeline A/D converters, linear regulators,
etc. Due to its characteristics, it is also appropriate to drive large external capacitive
loads in applications where the voltage is intrinsically low. For the CMOS operational
amplifier presented in this chapter, a three stage (good compromise between a high
voltage gain, complexity of the circuit and power dissipation) amplifier is developed
that offers simultaneous operation at low voltages (1.5 V),rail-to-rail output swing,
high gain (>100 dB) and good bandwidth to power dissipation efficiency.

The organization of this chapter is as follows. In Section2.2 the single stage and mul-
tistage operational amplifiers are briefly explained. In Section 2.3a brief review of the
three stage Nested Miller Compensation (NMC) amplifier topology is given. Then, the
Positive Feedback Compensation (PFC) amplifier and its frequency response character-
istic are introduced in Section2.4. Next, the PFC amplifier and its frequency response
characteristic are introduced. Consequently, in Section2.5follow the measured results
from a test chip fabricated and measured to show the effectiveness of the compensa-
tion scheme. Finally, the conclusion of the work shown in this chapter is presented in
Section2.6.

2.2 Operational Amplifiers

The term operational amplifier refers to an electronic circuit with two inputs (one in-
verting (-) and one non-inverting (+)) and one output. More specifically, the term
operational comes from the fact that they can be used in an analog computer used to
perform mathematical operations such as: sum, subtraction, multiplication, integration
and so on. Although the study in this section directly focuses on a first stage with two
inputs, it is also valid for non-differential input stages.

2.2.1 Single Stage Amplifiers

Single stage amplifiers have the advantage of intrinsic simplicity (Fig. 2.1). For this
reason they can be extensively analyzed and manual optimization is relatively simple.
They also feature a good ratio of bandwidth to power dissipation which make them
good candidates for high speed circuits. The main reason whythey are not used more
often is that they show reduced gain for the case of the singletransistor or reduced
output swing for the case of the telescopic amplifier. For this reason they are commonly
replaced by a two stage amplifier for applications where thislow gain or output swing
is inadequate.

2.2.2 Two Stage Amplifiers

For low voltage applications where high gain and/or high voltage swing is necessary the
designer usually selects a two stage amplifier. The tradeoffis, however, stability. While
the single stage amplifier is intrinsically stable, two stage amplifiers can have stability
problems. For this reason, frequency compensation is required. The simplest of these
is shown in Fig.2.2. The Miller capacitor applies negative feedback around theoutput
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stage, which splits the two real poles so that they remain real even when feedback is
applied to the amplifier. This introduces a dominant pole at afrequency low enough to
ensure a roll-off of 20 dB/dec in the open loop response, downto the UGF. The correct
positioning of the poles affects not only the stability (Fig. 2.3(a)) but also the settling-
time (Fig.2.3(b)). Miller compensation and other methods of frequency compensation
are further discussed in [Lak94].

Again, if the supply voltage is low, two stage amplifiers might still not provide the nec-
essary gain. This is especially true if gain boosting cannotbe used or the output swing
is limited by the available supply voltage. In this case the designer must necessarily
use a three stage amplifier. These type of amplifiers are discussed next.

2.2.3 Three Stage Amplifiers

The basic principle in the stabilization of three stage amplifiers is to assume that it has
third order Butterworth frequency response with unity gainfrequency [Esc92]. Only
the position of the poles is taken into account under the assumption that the zeros
influence is minimal. The poles are evenly distributed on a circle of radiusωc (cut-off
frequency) in thes plane. For a third order system their relative position is given in
Fig. 2.4. The closed loop transfer functionG(s) can be obtained from the amplifier
open loop transfer functionGo(s) with a DC feedbackfdc. It can be modeled as

G(s) =
Go(s)

1 + fdcGo(s)
; fdc = 1 (2.1)

=
1

1 +
(

2

ωc

)

s +
(

2

ω2
c

)

s2 +
(

1

ω3
c

)

s3
(2.2)

=
1

(

1 +
1

ωc
s

) (

1 +
1

ωc
s +

1

ω2
c

s2
) (2.3)

and, with poles at

−ωc;
(

−
1

2
±

√
3

2

)

ωc (2.4)

The result from (2.3) is obtained when the open loop transfer functionGo(s) is in the
form of
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Figure 2.1: Single stage amplifier.
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Figure 2.2: Two stage amplifier with Miller compensation.
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Figure 2.3: Some of two stage amplifier characteristics for atwo stage ampli-
fier with a DC gain of 1000 and a dominant pole at 1 kHz for different values
of the error tolerance. Each curve represents a different final error tolerance.
The discontinuities are a result of the system natural frequency which occur
when response peaks or dips enter the bounded region for increasing phase
margin [Yan90].
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Go(s) =
Ao

(

1 +
s

ωdo

) (

1 + 2ζo

(

1

ωno

)

s +
(
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ω2
no

)

s2
) (2.5)

≈
1

(

2

ωc
s

) (

1 +
(

1

ωc

)

s +
(

1

2ω2
c

)

s2
) (2.6)

By equating the above two second order systems, equation (2.5) and (2.6), the open
loop damping ratio parameter (ζo) is 1/

√
2 and the open loop undamped natural fre-

quency (ωno) is
√

2ωc. With these values it is guaranteed that the amplifier open loop
response has no peaking in the magnitude response. Nevertheless, a peaking around
10 % of the final value will be found in the closed loop transient response due to the
phase margin value.

2.3 The NMC Structure

The three stage amplifier with the NMC has been extensively studied [Fon91, Esc92,
Per93, Ng99, Leu00] and only a brief overview will be given. Its basic structureis
shown in Fig.2.5. The small-signal elementsgm(1−3), go(1−3) andco(1−3) represent,
respectively, transconductance, output conductance and output capacitance. It has two
compensation capacitors:Cm1 andCm2. The load capacitor is represented byCL . The
output conductancego3 includes the output resistive load.

The open loop transfer function of Fig.2.5 is rather complex. A few assumptions are
required in order to simplify it, while maintaining accuracy: first, Cm1, Cm2 andCL ≫
co(1−3); second, the effect of a factor containing the output conductance is negligible
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Figure 2.5: Block diagram of a typical NMC amplifier.

C
m1

g
m1


g
m2


g
m3


V
in-
 V
in+


V
out


V
b2


V
b1


A
VSS


A
VDD


C
m2


Figure 2.6: Schematic diagram of the NMC amplifier.

when compared to one containing a transconductance. The transfer function, after
simplification is

Go(s) =
Ao

(

1 −
Cm2

gm3
s −

Cm1(Cm2 + co2)

gm2gm3
s2

)

(

1 +
s

ωdo

) (

1 +
Cm2(gm3 − gm2)

gm2gm3
s +

CLCm2

gm2gm3
s2

) (2.7)

where the DC gain is given by

Ao =
gm1gm2gm3

go1go2go3
(2.8)

with a dominant pole at

ωdo =
go1go2go3

Cm1gm2gm3
(2.9)

The transfer function has two zeros: one in the left half plane (LHP), and one in the
right half plane (RHP). The latter in module is at a lower frequency which degrades the
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Figure 2.7: NMC pole zero diagram.

phase margin. The zeros are given by

z1,2 = −
gm2

2Cm1
∓

√

(

gm2

2Cm1

)2

+
gm2gm3

Cm1Cm2
(2.10)

The denominator of (2.7) can be simplified, asgm3 is usually much larger thangm2.
The determination of the compensation capacitors (Cm1, Cm2) comes from the fact that
the NMC amplifier has a third order Butterworth frequency response with unity gain
feedback [Esc92]:

Cm1 = 4

(

gm1

gm3

)

CL (2.11)

Cm2 = 2

(

gm2

gm3

)

CL (2.12)

Substituting (2.11) and (2.12) into the denominator of (2.7) results in having a pair of
complex conjugated poles at

p2,3 = −
gm3

2CL
± j

gm3

2CL
(2.13)

with the open loop damping ratioζo equal to 1/
√

2 resulting in the pole zero diagram
given in Fig.2.7. The UGF and PM can now be determined

UGF(N MC) =
1

4

(

gm3

CL

)

(2.14)

P M(N MC) ≈ 60◦ (2.15)
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The clear disadvantage is that the assumption thatgm3 is much larger thangm2 might
not be necessarily true in a low-voltage design [Leu00]. Also, the only possibility to
increase the UGF is to increase the transconductance of the last stage, further increasing
the power consumption. This is particularly relevant in thecase of large capacitive
loads.

The NMC approach has withstood the test of time and its wide acceptance in industry
is a prove of its longevity. A new scheme with better bandwidth and slew rate to power
ratio is presented in the next section. This new compensation method tries to overcome
some of the preceding limitations.

2.4 Proposed Compensation

In this section, detailed analysis of the Positive FeedbackCompensation (PFC) am-
plifier is presented. First, the working principle is presented in Section2.4.1. This
is followed by a detailed analysis of the transfer function in Section2.4.2. The unity
gain frequency and the phase margin are discussed in Section2.4.3. Next, the closed
loop transfer function in unity gain feedback is presented in Section2.4.4which is later
used in Section2.4.5to derive the criteria for unconditional stability of the amplifier.
This is followed by the design equations of the proposed frequency compensation in
Section2.4.6. The influence of the compensation capacitors value on the power con-
sumption is presented in Section2.4.7.

2.4.1 Working Principle

With the NMC amplifier (Fig.2.5), a new Miller capacitor is added for compensation
purposes for every new gain stage added. However, this new capacitor reduces the
bandwidth by a factor of two [Esc92]. Moreover, both capacitors load the output, and
thus, increase the power requirements for the last stage in order to fulfill the bandwidth
and slew requirements. If capacitorCm2 is not present, a higher bandwidth is possible,
but not without having an unstable amplifier, as now a pair of complex poles with a
small damping ratio appear close to the unity gain frequency. If a circuit could be
conceived that allows to: control the damping ratio, does not load the output and does
not increase the circuit consumption, then the peaking would be eliminated without
reducing the bandwidth. The proposed solution for frequency compensation is depicted
in Fig. 2.8(a).

• The feed-forward transconductancegm f bypasses all but the first stage at high
frequencies to provide a direct path to the output. Consequently, this boosts the
bandwidth of the PFC amplifier. This block is implemented using a single MOS
transistor (gm f in Fig. 2.11), driven by the output of the first stage and connected
to the output node. By using this approach to implementgm f , it is ensured that
there is no increase in power consumption and silicon area when comparing it to
the NMC [Esc92] counterpart.

• A positive feedback aroundgm2 allows effective control of the damping ratio of
the complex poles, and capacitorCm2 (2.27) fulfills this condition. This capacitor
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(a) Block diagram of the proposed PFC amplifier.
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(b) Equivalent small-signal circuit of the PFC amplifier.

Figure 2.8: The PFC amplifier.

is significantly smaller thanCm1, and thus, does not limit the slew rate of the first
stage. As an extra benefit, a LHP zero is created which helps inimproving the
phase margin.

Thegm feed-forward has been widely used to maximize the amplifier bandwidth [Esc92,
Per93, You97] and will be used here as well, but to the authors knowledge this is the
first amplifier to exploit the positive feedback to control the damping ratio in a three
stage amplifier.

2.4.2 Small-Signal Transfer Function

Referring to Fig.2.8(a), the small-signal elementsgm(1−3), go(1−3) andco(1−3) rep-
resent transconductance, output conductance and output capacitance respectively. The
two compensation capacitors are represented byCm1 andCm2. CL is the load capacitor.
The output conductancego3 includes the output resistive load.

With the purpose of having symmetrical current capability in the output stage of Fig.2.11
and noting thatgm3 andgm f are in the same branch, both transconductances in Fig.2.8(a)
are set to have equal values:gm f = gm3. The small-signal circuit is thus simplified to
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the one presented in Fig.2.8(b).

The nodal equations that describe the amplifier are given by







gm1Vin + V1go1 + V1sco1 + (V1 − Vout)sCm1 + (V1 − V2)sCm2 = 0
−gm2V1 + V2go2 + V2sco2 + (V2 − V1)sCm2 = 0
gm3V2 + Voutgo3 + VoutsCL + gm3V1 + (Vout − V1)sCm1 = 0

(2.16)

After grouping the terms, the previous system of equations is now given by







(go1 + sCnV1)V1 −sCm2V2 −sCm1Vout = −gm1Vin

(gm2 + sCm2)V1 −(go2 + sCnV2)V2 = 0
(gm3 − sCm1)V1 +gm3V2 +(go3 + sCnVout)Vout = 0

(2.17)

where for simplicity the following parameters have been defined

CnV1 = co1 + Cm1 + Cm2 (2.18)

CnV2 = co2 + Cm2 (2.19)

CnVout = CL + Cm1 (2.20)

The transfer function can now be calculated for the arrangement of Fig.2.8. The trans-
fer function of the open loop gain is quite long but has the general form of

Go(s) =
Ao

(

1 −
s

z1

) (

1 −
s

z2

)

(

1 +
s

ωdo

) (

1 + 2ζo

(

1

ωno

)

s +
(

1

ω2
no

)

s2
) (2.21)

After simplification of (2.17) without loosing accuracy, it can be expressed by

Go(s) =
Ao

(

1 +
2Cm2

gm2
s −

Cm1Cm2

gm2gm3
s2

)

(

1 +
s

ωdo

) (

1 +
Cm2(2gm3Cm1 − gm2CL)

gm2gm3Cm1
s +

CL(Cm2 − co2)

gm2gm3
s2

)

(2.22)

During the derivation of the above equation, it is assumed that: 1)Cm1, Cm2 andCL

≫ co(1−3); 2) in a polynomial, the effect of a factor containing the output conductance
is negligible when compared to one containing a transconductance, and 3)CL >Cm1,
Cm2.
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After simplification, the DC gain is given by

Ao =
gm1gm2gm3

go1go2go3
(2.23)

with a dominant pole at

ωdo =
go1go2go3

Cm1gm2gm3
(2.24)

The overall transfer function includes two zeros: one LHP zero and one RHP zero. The
latter will have a value one order of magnitude higher than the UGF, minimizing the
degradation in the phase margin; a value greater but close to−ζoωno for the zero in the
LHP enhances the overall phase margin. The convenient location of the zeros

z1,2 =
(

gm3

Cm1

)

(

1 ∓

√

1 +
Cm1

Cm2

gm2

gm3

)

(2.25)

significantly improves the overall stability of the amplifier.

The determination of the values for the second-order systemin the denominator of
(2.22) follows the assumption that the amplifier has a third order Butterworth frequency
response in a unity gain feedback configuration [Esc92]. Although the previous method
does not take the zeros’ effect into account, due to the existence ofz1 close to the UGF,
its effect is included. As a result, after positioning the complex conjugated poles, the
zeros are thereafter considered. By comparing the denominator of (2.5) and (2.6) with
(2.22) the following set of equations can be written



















2ζo
1

ωno
=

1

ωc
=

Cm2(2gm3Cm1 − gm2CL)

gm2gm3Cm1

1

ω2
no

=
1

2ω2
c

=
CL(Cm2 − co2)

gm2gm3

(2.26)

from which the following open loop parameters are obtained

ζo =
gm3Cm1(2Cm2 + co2) − gm2Cm2(CL + Cm1)

2Cm1
√

gm2gm3CL(Cm2 + co2)
(2.27)

ωno =
√

gm2gm3

CL(Cm2 + co2)
(2.28)

and the pole zero diagram drawn as shown in Fig.2.9.
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Figure 2.9: PFC pole zero diagram.

2.4.3 Unity Gain Frequency and Phase Margin

During the derivation of the UGF, the influence of the zeroz1 in Fig. 2.9 cannot be
overlooked as it is less than this value. This causes an increase in the PM and an
underestimation of the unity gain frequency if the simple equationUGF = gm1/Cm1
is used. Consequently, not only the DC gain and the dominant pole but alsoz1 andωno

in (2.21) must be used to obtain an accurate equation. From (2.22) to (2.28), the unity
gain frequency of the PFC amplifier can be found to be



















UGF = a
gm1

Cm1

UGF = b
1

2
√

2
ωno















UGF = 1.46×
(

gm1

Cm1

)

UGF = 0.875× ωno

(2.29)

wherea andb are corrective values to the common equations in (2.29), necessary to
take the zeroz1 influence into account.

Solving the previous system with the result from (2.28) in order to obtain UGF as a
function of the circuit’s small-signal parameters

UGF(P FC) =
(

gm1

Cm1

)

× 1.46 (2.30)

=
7

8

√

gm3gm2

CL(Cm2 + co2)
(2.31)

=
1

4

(

gm3

CL

)

× β (2.32)

P M(P FC) ≈ 60◦ (2.33)
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where

β =
7

2

√

(

gm2

gm3

) (

CL

Cm2 + co2

)

(2.34)

If (2.14) with (2.32), equations describing the UGF of both the NMC and PFC are com-
pared, it is seen that aβ factor appears. Reference [Leu00] uses this relation to justify
that this criteria can be used to measure the bandwidth improvement over the NMC. On
the contrary,β only indicates a relation between the transconductances ofthe output
stage for both topologies. TheUGF of an amplifier depends on the relative position of
all poles and zeros, and not only on the relation between one transconductance. Never-
theless, if the prevailing source of power dissipation in anamplifier is the output stage,
as indicated by (2.34), maximizinggm2 with respect togm3 and minimizing parasitic
capacitors at the output of the second stage makes this approach more efficient. In ap-
plications where one needs to drive large capacitive loads,the value ofβ can be large
since it is proportional to

√
CL , making the PFC more efficient than the NMC.

2.4.4 Closed Loop Transfer Function

The analysis can be further extended and the derivation of the closed loop transfer
function obtained which, assuming a DC feedbackfdc, is

G(s) =
Go(s)

1 + fdcGo(s)
(2.35)

The above result can also be written with the explicit indication of the closed loop
parameters: dominant pole (ωd), undamped natural frequency (ωn) and damping ratio
parameter (ζ )

G(s) =
A

(

1 +
s

z1

)(

1 +
s

z2

)

(

1 +
s

ωd

)(

1 + 2ζ

(

1

ωn

)

s +
(

1

ω2
n

)

s2
) (2.36)

After manipulation and simplification an approximated solution for the small-signal
open loop transfer function in (2.35) is calculated as

G(s) =
A

(

1 +
s

z1

)(

1 +
s

z2

)

1 +
Cm1

gm1
s +

Cm2(2gm3Cm1 − gm2CL)

gm1gm2gm3
s2 +

Cm1CL(Cm2 − co2)

gm1gm2gm3
s3

(2.37)

One of the uses of the above equation is the determination of the system stability which
is done in the next sub-section.
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2.4.5 Stability Analysis

The linear system given by (2.22) can have its stability determined without the explicit
solution of the closed loop characteristic equation using the Routh-Hurwitz stability
criterion [Dor04]. The characteristic equation, representing a polynomialin s of the
denominator of (2.37) can be written as

D(s) = a0s3 + a1s2 + a2s1 + a3 (2.38)

The system is unstable if any of the coefficients are zero or ifpositive and negative
terms exist simultaneously. Otherwise, nothing can be concluded and the coefficients
should be arranged in rows and columns in the following matrix form [Dor04]:

s3 a0 a2

s2 a1 a3

s1 b1

s0 c1

(2.39)

After substitution by the coefficient in the denominator of the closed loop transfer func-
tion, the above elements in the matrix are written as

s3 a0 =
Cm1CL(Cm2 − co2)

gm1gm2gm3
a2 =

Cm1

gm1

s2 a1 =
Cm2(2gm3Cm1 − gm2CL)

gm1gm2gm3
a3 = 1

s1 b1 = (a1a2 − a0a3)/a1

s0 c1 = (b1a3)/b1

(2.40)

For stability, all the coefficients in the first column of the Routh-Hurwitz table must be
positive, i.e., it is required

{

Cm2 > co2
2gm3Cm1 > gm2CL

(2.41)

With a3 equal to one,c1 = b1 in (2.40). The solution from the remaining coefficient
has to be approximated as it does not have a simple representation.

(2gm3 − gm2)Cm1 > gm1CL (2.42)

2.4.6 Design Equations

Finally, all design equations can be obtained in a simple andstraightforward form.
Using (2.29) the first stage transconductance is obtained. The remaining variables are
derived from (2.27), (2.28) and (2.29). After simplification they are
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Figure 2.10: Influence of the compensation capacitors on thetotal power
consumption of the PFC amplifier.

gm1 =
Cm1 ·UGF

1.46
(2.43)

gm2 =
√

2 ·UGF ·
4

7
k (2.44)

gm3 =
√

2 ·UGF ·
8

7
CLCm2

1

k
(2.45)

k =
Cm1CL

Cm1 + CL

(
√

1 + 4Cm2
Cm1 + CL

Cm1CL
− 1

)

(2.46)

Using the design equations above, the stability conditionspresented in sub-section2.4.5
are always verified. Electrical simulators are also useful in this situation of evaluating
possible sensitivity to element variation. The Monte Carloanalysis (for all devices)
of the amplifier around each corner of the bias current (± 20 %) and compensation
capacitors (± 20 %) have shown no unexpected behavior.

2.4.7 Power Optimization

With the design equations available a simple study of the power consumption as a
function of the different compensation capacitors value ispossible. In Fig.2.10 is
depicted the result of such a study for a fixed load capacitor.As is clear, increasing the
load capacitor necessarily requires more power. A more in-depth analysis of the power
consumption and optimization is given in Chapter3.
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Figure 2.11: Schematic diagram of the PFC amplifier.

2.5 Design of the Operational Amplifier

This section describes the implementation, layout and measurement of the PFC ampli-
fier produced in a 0.35 µm 5M2P CMOS technology. The typical threshold voltages
for the NMOS and PMOS transistors are 0.59 V and -0.57 V, respectively.

The experimental results are now presented. Firstly, the component sizes and layout
are presented in sub-section2.5.1. This is followed by the test setup used to char-
acterize the amplifier performance. The measurement results are then presented in
sub-section2.5.3. In brief, the amplifier achieves a UGF of 2.7 MHz with a PM of 52°.
An average slew rate of 1.0 V/µs is obtained while loaded by 130 pF//24 kÄ. With a
total power consumption of 275 µW, this proves to be the amplifier with the highest
figure of merit at the date of publication. Finally, the performance of the implemented
PFC amplifier is compared to that of other three stage amplifiers.

2.5.1 Circuit Implementation and Layout

The circuit of Fig.2.11is intended to demonstrate the proposed compensation scheme
of Fig. 2.8(a). The final component sizes used are presented in Table2.1.

The bandwidth of the amplifier is chosen to be within the rangeof the testset for auto-
matic characterization of opamps [Gri93]. The low frequency value of the UGF does
not pose significant problems to the layout. Care is taken to minimize parasitic capac-
itances in the most sensitive nodes. In general, the layout is made compact without
impairing the resistive losses due to metal resistance and inclusion of sufficient sub-
strate contacts for proper definition of the local ground.

A microphotograph of the PFC amplifier is shown in Fig.2.12. As can been seen, most
of the area (0.03 mm2) in the circuit is occupied by the compensation capacitors.
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Table 2.1: Component values used in the PFC amplifier.
Parameter Unit Value

Cm1 pF 15
Cm2 pF 3

M∗
00−10 µm/µm 10/0.7

M11−12 µm/µm 40/0.7
M∗

13−16 µm/µm 10/0.7
M14−17 µm/µm 6/0.7
M15−18 µm/µm 11/0.7

M20 µm/µm 15/0.7
M22 µm/µm 10/0.7

M21−23 µm/µm 2/0.7
M∗

30 µm/µm 15/0.7
M∗

31 µm/µm 15/0.5
∗: multiplication factors of transistors

M10, M13, M16, M30 andM31
are 6, 3, 3, 22 and 5 respectively.

Figure 2.12: Microphotograph of the designed operational amplifier.

2.5.2 Test Setup

The amplifier is to be tested both in the frequency domain and in DC. For this purpose
the fabricated die is mounted on a DIL package that fits in the testset [Gri93]. An
external capacitor is added in such a way that the total capacitance plus the parasitic
capacitance in the testset add up to a total value of 130 pF. A resistive load of 24 kÄ is
also included in parallel.

The transient response is measured using the same amplifier connected in voltage fol-
lower configuration. A square wave signal caused the amplifier to enter in slew rate,
thus making it possible to measure this characteristic. In order not to load the amplifier,
an active probe is used for a non-intrusive measure. A digital oscilloscope is used to
record the waveform. With subsequent analysis, the settling time is obtained.

2.5.3 Measured Results

The results presented next are obtained using a supply voltage of 1.5 V and a load
consisting of a 130 pF capacitor and 24 kÄ resistor. The DC biasing current used is
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5 µA. Although an operational amplifier can be considered a system on its own, where
different measurements covering various aspects of the design are possible, only the
most common characteristics are measured.

The frequency response is shown in the Bode diagram in Fig.2.13. A UGF of 2.7 MHz
with a PM of 52 ° is measured with an HP3577A network analyzer.

The measurement of the transient response in unity gain feedback is shown in Fig.2.14
and is done with a Tektronix TDS680B oscilloscope. Both the positive and negative
slew rate is measured to be 1.0 V/µs. From the figure, it is possible to see that the ampli-
fier output settles to the final value after a small transient.In this case, the positive and
negative settling time to 1 % final settling time error is 1.4 µs and 1.0 µs, respectively.

A total quiescent power consumption of 275 µW is measured. This and the other
measurements are summarized in Table2.2.

2.5.4 Discussion of the Results

Considering that each amplifier has its own characteristics, comparing them requires
a figure of merit (FO M) that weighs the tradeoff between the bandwidth, load capac-
itance, slew rate and power consumption. Two of them will be used: one for small-
signal [Ng99] and one for large signal performance [Leu00].

FO MS =
UGF[M Hz] ·CL [ pF]

Power[mW]
(2.47)

FO ML =
SR[V/µs] ·CL [ pF]

Power[mW]
(2.48)

The units are shown between brackets and the average value ofthe SRis used for the
calculations. From (2.47) and (2.48) it can be concluded that the higher theFO M, the
better the amplifier.

Table2.3presents an overview of multistage amplifiers available in the open literature.
Based on measured data, both figures of merit are also given. As can be seen, the
figure of merit varies by more than two orders of magnitude. Different topologies
and how much emphasis has been placed on the optimization canjustify this effect.
Another reason is the different values of the compensation capacitors, as this has a
large influence [Ram03a] on the slew rate and total power consumption.

From the results presented in Table2.3, it can be concluded that the PFC amplifier
outperforms the NMC. Also, the proposed amplifier compares well with other topolo-
gies. As indicated by equations (2.29) and (2.32), a higher load capacitor and smaller
compensation capacitors (Cm1, Cm2) will allow a higherFO MS.

2.6 Conclusion

This chapter has presented the design and measurement results of a novel operational
amplifier frequency compensation, where the damping factoris controlled by the posi-
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Table 2.2: Measured Performance.
Parameter Value

Low Frequency Gain >100 dB
Unity Gain Frequency 2.7 MHz
Phase Margin 52°
Positive Slew Rate 1.0 V/µs
Negative Slew Rate 1.0 V/µs
Positive Settling Time (to 1 %) 1.4 µs
Negative Settling Time (to 1 %) 1.0 µs
Power Consumption 275 µW
Power Supply ±0.75 V
Load Condition 130 pF//24 kÄ
Area 0.03 mm2
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Figure 2.13: Measured frequency response of the PFC amplifier. The bump
in the frequency response is the result of the zero in LHP.
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Table 2.3: Performance Comparison of Different MultistageAmplifiers
Gain UGF Power SR CL FO MS FO ML Cm1 Cm2 Technology
(dB) (MHz) (mW@Vdd) (V/µs) (pF) ( M Hz.pF

mW ) ( V/µs.pF
mW ) (pF) (pF)

MPD [Fon91] 117 3.4 0.7@1 1.1 100 485 157 6 6 3/1 GHz fT BiCMOS
NMC [Esc92] 100 60 76@8 20 100 79 26 20 6 3 GHz fT BJT
MNMC [Esc92] 100 100 76@8 35 100 131 46 11 8 3 GHz fT BJT
NNMC [Per93] — 2 10@5 1.5 250 50 37 17.5 5+12 1.5 µm CMOS
NGCC [You97] 100 1 1.4@2 5 20 14 71 — — 2 µm CMOS
ETC [Ng99] 102 47 6.9@3 69 40 272 400 — — 0.6 µm CMOS
DFCFC [Leu00] >100 2.6 0.42@2 1.32 100 619 314 18 3 0.8 µm CMOS
NGRNMC [Pen02] 100 80 7.8@2.6 56 16 164 115 0.43 0.6 0.35 µm CMOS
AFFC [Lee03a] >120 4.5 0.4@2 1.49 120 1350 447 7 3 0.8 µm CMOS
DLPC [Lee03b] >120 7 0.33@1.5 3.3 120 2545 1200 4.8 2.5 0.6 µm CMOS
TCFC [Pen04] >100 2.85 0.045@1.5 1.04 150 9500 3450 1.1 0.92 0.35 µm CMOS
This work >100 2.7 0.275@1.5 1.0 130 1276 473 15 3 0.35 µm CMOS
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tive feedback capacitorCm2 aroundgm2. A direct path to the output throughgm f boosts
the bandwidth without increasing the power consumption or increasing the silicon area.

The implemented amplifier has been fabricated in a commercial 0.35 µm CMOS tech-
nology. The measurement results show that it achieves a UGF of 2.7 MHz with a PM
of 52° while driving a 130 pF load. The total power consumption of the amplifier is
275 µW and it occupies a total area of 0.03 mm2.

Theoretical analysis has been presented to support the amplifier’s stability despite the
positive feedback around the second stage transconductance. Measured results have
shown good agreement with theory and no oscillations or instability have been seen.
The presented design equations allow to quickly design an amplifier following the PFC
configuration. Measurements done at low-voltage show its suitability for circuits si-
multaneously requiring high DC gain and high power efficiency in standard CMOS
technologies. During measurements the amplifier has provedto be working up to a
supply voltage of 1.25 V. This voltage is limited by the correct operation of the input
differential pair.

Comparing different implementations, being each one of them done by a different de-
signer is always a complex issue. Usually, a figure of merit isused which must weight
different tradeoffs. The main difficulty is that each architecture put emphasis on a dif-
ferent topic. These can up to a certain point justify the hugedifference in the values
of the figure of merit seen in Table2.3. More than two orders of magnitude is seen.
It is thus unthinkable that these results bare all point in a operational amplifier design.
Matters like the consequence of the multiple feedback and feed-forward loops are com-
monly overlook. Noise, PSRR, CMRR, and settling performance are not considered.
Although these aspects need to be answered when including the block on an applica-
tion, their analysis is lengthy and outside of the scope of this thesis. Nevertheless, two
common performances, the UGF and settling time are studied.

In the next chapter, theoretical analyses of the PFC, the NMCand four other frequency
compensation topologies are sized for the same goals under equal design conditions.
In this manner it is possible to avoid the influence of different compensation and load
capacitors, as well as different optimization emphasis andtechnology.
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Chapter 3

Topology Study of Three Stage Amplifier
Frequency Compensation

3.1 Introduction

In the three stage amplifier field, the NMC amplifier is usuallytaken as the reference.
The proponents in [Esc92] present reasons for the four times reduction in the bandwidth
in comparison to the single stage amplifier. Each time a new stage is added, an extra
capacitor is added from the output to close the external feedback loop. Since then,
different topologies have been presented that tried to overcome this limitation.

Another important factor in integration is the size. In an multistage operational ampli-
fier, compensation capacitors generally take a considerable amount of the total circuit.
It is important to minimize their value to the bare minimum required by design criteria
such as sensitivity to parameters variation, technology guidelines or stability.

Over the years numerous new topologies have been presented in the open literature.
They have addressed issues like bandwidth extension, phasemargin increase, better
suitability for low-power design or size reduction. The common characteristic of most
of them is the existence of some kind of feed-forward to compensate the bandwidth
reduction. Also, the two compensation loops existing in theNMC are usually avoided
or connected in a different way.

The proliferation of all these new solutions necessitated the proposal of a figure of
merit. This number allowed a comparison between different works from different de-
signers. Some interesting results have nevertheless appeared. Even for the same topol-
ogy, where results are expected to be similar, results surpassing 80 % have been shown
[Esc92, Leu00]. Compensation capacitors as large as the load capacitor have also been
given [Leu00] as well as compensation capacitors which have a considerable unequal
value [Esc92, Lee03a]. Equally important is that the measurements are performedon
different loads while not accounting for its influence on theamplifier’s efficiency.

With topologies claiming improvement over the NMC in the order of 10 to 20 in the
bandwidth, while the NMC is known to be four times less efficient than the single stage
amplifier, this boils down to the fact that these topologies will consume between two
tenths and four tenths ([0.2, 0.4]) of the one stage amplifierfor the same Unity Gain
Frequency (UGF). Furthermore, each new design is shown to beconsiderably smaller,
and as such, suitable for high integration in CMOS. Missing however is the effect these
variations have on the amplifier’s specifications. These effects are visible in the data
presented in Table2.3.

29
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Without a theoretical analysis of the amplifiers under the same conditions, it is not
possible to say which one is undoubtedly the most efficient, or to know how each
design criteria influences each performance.

This chapter intends to give a few guidelines to the designerin the task of better choos-
ing the amplifier and throw some light on how the results in Table 2.3are possible.

In this chapter, each one of the other four compensation schemes is first presented in
Section3.2, with some of its characteristics and the sizing equations.They are later
compared with the NMC structure and the Positive Feedback Compensation (PFC)
topology proposed in the previous chapter.

In Section3.3 a different view of the sizing procedure than the one presented in the
previous chapter, where equation are used, is given. Firstly the NMC and PFC are
theoretically compared on some common characteristics andoptimized on the block
level. Later, the PFC amplifier is fully optimized in the transistor level.

The chapter ends with conclusions in Section3.4

3.2 Comparison to other Topologies

This section introduces the method for topology comparisonbetween three stage am-
plifier frequency compensation schemes. In sub-section3.2.1the rules with which each
amplifier is sized are given along with the method for power estimation. As described
next, the influence of the compensation capacitors and load capacitor in the total power
dissipation is minimized by sizing each one of them for the same conditions. The two
compensation topologies described in the previous chapterand four new schemes are
then compared.

In sub-section3.2.2 each compensation topology is first briefly presented and sized
for the maximum UGF. Afterwards, in sub-section3.2.3, the transient step response is
given for the resulting amplifier. Finally, some comments are given in sub-section3.2.4
concerning the analysis presented here.

3.2.1 Topology Comparison and Power Estimation

Performance comparison is the key point in this analysis. Each one of the compensation
schemes will be optimized for the same unity gain frequency,using the same method.

The small-signal elementsgm(1−3), go(1−3) and co(1−3) represent transconductance,
output conductance and output capacitance, respectively.Each amplifier has two com-
pensation capacitors:Cm1/a andCm2. The load capacitor is represented byCL and the
output conductancego3 includes the output resistive load.

The overall power consumption for each amplifier will be the sum of all transconduc-
tances, each one of them multiplied by an integer to take intoaccount its transistor
level implementation. For a folded cascode pair, a value of 4will be used: 2 branches
with the input transistors and 2 branches with the cascode. Apositive gain stage will
contribute 2 times. The output stage usually has only 1 branch, so the output transcon-
ductance contributes only once to the power consumption.
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Table 3.1: Optimization Parameters
Parameter Value

UGF 1 MHz
PM >60°
co1 0.05 pF
co2 0.2 pF
CL 100 pF

Considering that each amplifier has its own characteristics, comparing them requires
a figure of merit that weight the tradeoff between the bandwidth, load capacitance,
slew rate and power consumption. Two of them will be used: onefor small-signal
(F MS) and one for large-signal(F ML) performance. A higher value for (3.1) and
(3.2) indicates a more efficient amplifier. For different load capacitors, supply voltages
and UGF, the figures of merit have to be redefined.

F MS = 1/Power[µA/V ] (3.1)

F ML =
SR[µA/pF]

Power[µA/V ]
(3.2)

The equations presented in each one of the papers describingeach topology will be
used as dimensioning criteria in conjunction with the optimization goals indicated in
Table3.1. For the DFCFC and AFFC,β [Leu00] is selected so the amplifier has at
least the sameF ML as the NMC amplifier.

3.2.2 Unity Gain Frequency

3.2.2.1 NMC

The Nested Miller Compensation (NMC) amplifier has been discussed in Section2.3.
Only the sizing equations are thus given.

gm1 = Cm1UGF (3.3)

gm2 = 2Cm2UGF (3.4)

gm3 = 4CLUGF (3.5)

Power = 4gm1 + 2gm2 + gm3 (3.6)

3.2.2.2 DFCFC

The structure of a Damping Factor Control Frequency Compensation (DFCFC) ampli-
fier is shown in Fig.3.1. The DFCFC [Leu00] tries to solve some of the inconveniences
found in the NMC amplifier by using a feed-forward transconductance stagegm f to in-
crease the high frequency gain. A higher bandwidth is achieved by removingCm2 and
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Figure 3.1: The DFCFC amplifier topology.

controlling the damping ratio of the nondominant complex pole by means ofgm4 and
Cm2. Slewing at the output is improved, as nowgm f can be used to implement a push-
pull output stage. Another characteristic is that the polesand zeros do not depend on
Cm2. A new degree of freedom,β appears. One drawback is thatgm4 depends on a
parasitic capacitor.

gm1 = Cm1UGF (3.7)

gm2 =
(2CLUGF − gm3)gm4

gm3
(3.8)

gm3 =
4CLUGF

β
(3.9)

gm4 = gm3
co2

CL
β = 4co2UGF (3.10)

β = gm3(N MC)/gm3(DFC FC) (3.11)

Power = 4gm1 + 2gm2 + gm3 + 2gm4 (3.12)

3.2.2.3 AFFC

The Active Feedback Frequency Compensation (AFFC) is proposed to improve the
bandwidth of multistage amplifiers. A structure for the caseof having three stages is
depicted in Fig.3.2[Lee03a]. The feed-forward transconductance stagegm f is used to
increase the high frequency gain. The right half plane is removed asgma blocks the
path from the output of the first stage to the output of the amplifier throughCa. In
this topology, the parasitic capacitanceco1 is utilized to improve performance at the
expense of a greater sensitivity.
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Figure 3.2: Structure of a AFFC amplifier.

gm1 = CaUGF (3.13)

gm2 = gm3 −
g2

m3β
2co1

8CL gm1
(3.14)

gm3 =
4CLUGF

β
(3.15)

gma = 4gm1 (3.16)

β = gm3(N MC)/gm3(AF FC) (3.17)

Power = 4gm1 + 2gm2 + gm3 + gma (3.18)

3.2.2.4 TCFC

The three stage Transconductance with Capacitances Feedback Compensation (TCFC)
amplifier in Fig.3.3 is included in this set of comparisons because of its high figure
of merit value as its design procedure does not follow the same method as all the oth-
ers. The pair of complex conjugated poles do not necessarilyhave to have a damping
ratio of 1/

√
2, nor does the amplifier have to have third other Butterworthfrequency

response with unity gain feedback [Pen04]. Instead, all non-dominant poles are sup-
posed to be sufficiently above the UGF. This guarantees not only that their varying
effect on the PM is minimized but also advantages in the transient response.

Again, as done with the DFCFC and AFFC, the output transconductance is increased
beyond the value given by (3.21) so that it has at least the same performance as the
NMC amplifier. The design equations are given as follows
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Figure 3.3: Block diagram of the TCFC amplifier.

gm1 = Cm1UGF (3.19)

gm2 = 2gmt (3.20)

gm3 =
8CLUGF

(1 + kt )

co2

Cm2
(3.21)

gmt =
(1 + kt )

kt
2Cm2UGF (3.22)

kt = 2 (3.23)

Power = 4gm1 + 2gm2 + gm3 (3.24)

3.2.2.5 NMCF

One characteristic common to all compensation topologies presented so far is the ex-
istence of a feed-forward transconductancegm f . Its functionality is to bypass the last
stages to provide a direct path to the output and as such to increase the bandwidth. As
it is commonly used, this transconductance sits in the same branch as thegm3 which
allows it to be produced without static power increase. It seems in this way interesting
to compare the reference NMC topology with and without this frequency enhancement.
It is named NMCF, short for NMC with feed-forward.

A procedure similar to Section2.4for the PFC amplifier is carried out. The open-loop
small-signal transfer function of the Nested Miller Compensation with Feed-forward
(NMCF) is firstly derived with sufficient accuracy. Once more, it is assumed that the
amplifier has third order Butterworth frequency response with unity feedback. The
design equations are then derived to be expressed as:



3.2.2 Unity Gain Frequency 35

-g
m1
 +g
m2
 -g
m3


C
m2


C
m1


V
in


g
o1
 c
o1
 g
o2
 c
o2
 g
o3
 c
o3


V
out


C

L


-g
mf


Figure 3.4: Three stage NMCF amplifier topology.

gm1 = Cm1UGF (3.25)

gm2 = 4Cm2UGF (3.26)

gm3 = 2CLUGF (3.27)

Power = 4gm1 + 2gm2 + gm3 (3.28)

Comparing these equations with ones for the NMC amplifier, the effect of the feed-
forward transconductance is reflected in the equations in a simple way: the transcon-
ductance of the second stage is multiplied by two while the transconductance from the
last stage is divided by two. This affects the overall power consumption positively, as
the output transconductance is the dominant source of powerin the NMC.

3.2.2.6 PFC

The design equations for the Positive Feedback Compensation (PFC) topology are
given in the set of equation (2.43)-(2.46) with the exception of the total power that
is given as follows.

Power = 4gm1 + 2gm2 + gm3 (3.29)

3.2.2.7 Simulation Results

The results of the equations describing each frequency compensation are presented in
Table3.2 and Table3.3 for a fixed load capacitance and in Fig.3.5 and Fig.3.6 for a
range of load capacitor values. Tabled values include the value of each transconduc-
tance and each node capacitance. With these values, the figure of merit given in this
chapter are calculated. This procedure is repeated for eachload capacitance value and
presented graphically.

Comparing only the results presented in Table3.2 with those given in Table3.3, the
effect in power saving is evident by simply using a lower value. Furthermore, efficiency
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for the same topology also changes for a varying load capacitor. From Fig.3.5 and
Fig. 3.6 it seems clear that all topologies gain in terms of efficiencywith an increasing
load capacitor value.

From a slew rate perspective, the PFC and the NMCF are the topologies that allow to
attain a more efficient design. If the slew rate is the limiting factor, the previous two
compensation methods should be considered. On the other hand, if the constraint is
maximizing the UGF, then the PFC, TCFC and DFCFC are the most efficient ampli-
fiers, however, at a much lower improvement ratio than seen inTable2.3. For smaller
compensation capacitors, the previous group of three is reduced to only the TCFC and
DFCFC as the PFC does not gain as much from a decrease in compensation capacitor
Cm1.

A note on the performance improvement of the NMCF topology over the NMC is
necessary. Without change in the circuit complexity, the power consumption is almost
halved while the large-signal performance is significantlyimproved. If no limitation
is found, this topology should replace the NMC amplifier as itis the one that most
resembles it.

3.2.3 Settling Time

Equally important in an amplifier is the transient performance. Under the assumption
that the input signal is small enough, the small-signal approximation of the amplifier
closed loop transfer function is valid, and thus the amplifier response to a step input
signal can be found.

The results for the case where the transconductances are taken from Table3.2 and
with Cm1=18 pF,Cm2=3 pF andCL=100 pF is given in Fig.3.7 for the six topologies
presented so far. In this situation, the amplifiers have beensized for a given UGF. As
such, evaluation of the transient behavior when sized is presented.

The first thing to note in Fig.3.7 is that amplifiers having similar frequency bode di-
agrams have different step impulse responses. Visually, two types of responses exist:
those that have overshot (underdamped) like the NMC, DFCFC and the PFC and those
like the AFFC, TCFC and NMCF that have a critically damped or overdamped re-
sponse.

From all the responses presented in Fig.3.7, the TCFC is the fastest and the DFCFC the
slowest. The others, in a decreasing order are: NMCF, NMC, AFFC and the PFC. The
settling time worsens for the DFCFC for an increasingβ. The first place as topology
with the lowest power consumption for a given UGF comes at an expense of a poor
transient response. Theβ has to increase (with a consequent increase in the power
consumption) to improve the settling time.

Concerning the above, it must be added that the most power efficient topologies: DFCFC,
TCFC and the PFC can have their settling time performance increased while still per-
forming well in terms of power consumption for a UGF. This fact will be studied further
in sub-section3.3.1where the NMC and PFC are optimized and it is shown that for
the same power consumption, the PFC topology always has a higher UGF and also
converges faster to the final value.
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Table 3.2: Results forCm1=18 pF,Cm2=3 pF andCL=100 pF
gm Node Cap. F MS F ML

(µA/V) (pF) ( 1
Power ) ( SR

Power )

gm1= 113 18
NMC gm2= 38 3 3.3 2.07

gm3=2513 121
gm1= 113 18

DFCFC gm2= 32 3 14.3 2.08
β=14.7 gm3= 171 118

gm4= 5 3
gm1= 113 co1

AFFC gm2= 927 3 2.7 2.08
β=2.7 gm3= 931 121

gma= 452 co1

gm1= 113 18
TCFC gm2= 113 3 10.9 2.14

gm3= 237 121
gmt= 57 co2

gm1= 113 18
NMCF gm2= 75 3 5.4 3.38

gm3=1257 121
gm1= 77 21

PFC gm2= 26 3 10.5 3.86
gm3= 593 118
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Figure 3.5: Normalized power as a function of the load capacitor, for
Cm1=18 pF,Cm2=3 pF. Reference power consumption is the one transistor
amplifier withgm = CLUGF.
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Table 3.3: Results forCm1=8 pF,Cm2=3 pF andCL=100 pF
gm Node Cap. F MS F ML

(µA/V) (pF) ( 1
Power ) ( SR

Power )

gm1= 50 8
NMC gm2= 38 3 3.6 2.25

gm3=2513 111
gm1= 50 8

DFCFC gm2= 51 3 23.5 2.43
β=22.4 gm3= 112 108

gm4= 5 3
gm1= 50 co1

AFFC gm2= 379 3 6.5 2.25
β=6.5 gm3= 387 111

gma= 201 co1

gm1= 50 8
TCFC gm2= 113 3 17.2 2.38

gm3= 154 111
gmt= 57 co2

gm1= 50 8
NMCF gm2= 75 3 6.2 3.91

gm3=1256 111
gm1= 34 11

PFC gm2= 23 3 11.8 3.68
gm3= 665 108
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Figure 3.6: Normalized power as a function of the load capacitor, for
Cm1=8pF, Cm2=3pF. Reference power consumption is the one transistor
amplifier withgm = CLUGF.
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Figure 3.7: Theoretical transient response of each topology to a step impulse.
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3.2.4 Final Comments

From the results it can be concluded that different compensation or load capacitors
have a significant impact on the result. Only under exactly the same conditions it is
possible to compare the topologies.

If each topology is sized for the same conditions as suggested by Table3.2, Table3.3,
Fig. 3.5 and Fig.3.6, the performance of each frequency compensation method has
only a minimum advantage over another. The two orders of magnitude for the figure
of merit seen in Table2.3 are a result of different compensation capacitors, different
load capacitors and different supply voltages when calculating the figure of merit. Fur-
thermore, with a simple change in the NMC topology, it is possible to significantly
decrease the power consumption with the added advantage of an increased settling-
time performance.

From what is seen in this chapter, theβ definition in [Leu00, Lee03a] has to be updated
to the definition given in sub-section3.2.2: only a relation between the output stage
transconductances.

The amplifier with the best power consumption for a given UGF is in this case the one
with the poorest settling time performance. Each topology has to be carefully selected
for the application in question.

The equations used have been derived by different designersand have different degrees
of precision. This can also influence the results. The NMC equations have been verified
to be the most accurate.

3.3 Optimization

In the previous section, each amplifier topology has been designed following the de-
signers assumptions on what is the most efficient operating point to bias the amplifier.
This assumption causes limitations as there is no justification that having third order
Butterworth frequency response with unity gain feedback isthe most efficient sizing
criterion.

This section is organized as follows. Firstly, in sub-section3.3.1the NMC and the PFC
amplifiers are compared in various characteristics and thenoptimized at the block level
(Fig. 2.5 and Fig.2.8(a)). Finally, in sub-section3.3.2the PFC topology is optimized
at a transistor level without any previous assumption in thevalue of each transcon-
ductance given in Fig.2.8(a). A minimum value for UGF is set and all transistors in
Fig. 2.11are then optimized for minimum power consumption.

3.3.1 Block Level: Comparison to the NMC

It is desirable to study each amplifier without exterior interferences, among others,
different technology, design strategy or parasitics. For this purpose, a study under
exactly the same conditions is described in this section.

The selection of the amplifier for a specific application is usually done by specifying
its characteristics and then optimizing the current topology to accomplish the required
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goals with the minimum power consumption possible. Depending on the application,
more than one limiting performance may be specified. The unity gain frequency, slew
rate and settling time tend to be the most frequently used. Consequently, they will be
discussed next and compared in an application example.

3.3.1.1 Optimization Method

Given the fact that the number of optimization parameters issmall and the constraints
between them allow a simple mathematical description, a brute force approach is used.

Other optimization strategies are not really necessary as brute force guarantees the best
solution for a given search space. Nowadays, fast CPU’s allow the space exploration
of small and simple circuits in a human acceptable period of time. With this in mind,
a small-signal equivalent of the circuit from Fig.2.6 and Fig.2.11is created in order
to wrap around it an optimization routine in MATLAB ®. In a couple of minutes, the
surroundings neighborhoods of the values obtained in Section2.3and2.4is generated.
It permits to try all possible values within a given interval, thus assuming (under certain
limits) that all combinations are tested.

The selection of the best result is based on a figure of merit: (3.1) and (3.2). The
higher it is, the more efficient the amplifier. Power estimation is based on the number
of branches the transistor level circuit (Fig.2.6 and Fig.2.11) has, multiplied by the
transconductance in that branch: 4gm1 + 2gm2 + gm3. A given transconductance can
be achieved with more or less current depending on the overdrive voltage selected. As
transconductance is proportional to the current (gm = 2I /(VGS − VT ) and VGS −
VT =const. ∴ gm ∝ I ), it can be used as an accurate measurement of the relative
power consumption between the amplifiers because it is desirable to study them under
the same conditions: equalVGS − VT . Both amplifiers have the same capacitive and
resistive loads.

3.3.1.2 Frequency Response

The goal is to get the optimal parameters for Fig.2.5and Fig.2.8(a), for the case when
both amplifiers have the same UGF and PM. The damping ratioζo is set to be equal to
1/

√
2. The result is the pole zero diagrams presented in Fig.2.7and Fig.2.9, obtained

after optimizing both amplifiers following the design criteria defined in Section2.3and
2.4.

All parameters are optimized with exception of capacitorCm2, that had its value set
to be only one order of magnitude higher than the parasitic capacitors of the nodes it
connects to, with the purpose of maximizing the efficiency.Cm1 is later optimized for
minimum power consumption for the PFC scheme. Next, compensation capacitors for
the NMC are set to be equal to the ones in PFC. Finally, the loadcapacitance (CL ) is
swept. In this situation, as long asCL > Cm1, Cm2, the PFC amplifier is more efficient
than the NMC amplifier.

In conclusion, for the above stated conditions, the PFC scheme provides a more effec-
tive solution to reach the same UGF for less power consumption, and this is true for a
wide range of load capacitors.
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3.3.1.3 Slew Rate

In some applications, the maximum rate of change of the output of the amplifier can be
the limiting factor of the performance of the circuit in which the amplifier takes part.
The maximum rate at which the output node voltage can change is called slew rate
(SR) and is given by

SR=
Ic

C
(3.30)

The slew rate depends on the current (Ic) to charge and discharge the total capacitance
(C) in the node. To increase the slew rate value, one can either increase the static
current or decrease the node capacitance. Although it is possible, increasing the bias
current will lead to an increase in the power dissipation, and so it is not the desirable
solution. Furthermore, the selection of the appropriate output stage type, class AB
instead of class A, is a practice that saves static power. This allows to increase the
available current only when it is necessary: during large-signal transients. In other
instance, decreasing the node capacitance can be achieved by either minimizing the
parasitic capacitances or by attentive selection of the compensation capacitors. In an
amplifier the load capacitor usually is not a design variable, and only the compensation
capacitors can be optimized for the design goals.

The maximum rate at which the output node can change can also be expressed as a
function of the derivative of the output voltage

SR= max

(

dy(t)

dt

)

(3.31)

The PFC amplifier has a class AB output stage, hence the slew rate is not limited by the
output stage, but rather by an internal node. It is also an internal node that is limiting
the slew rate of the NMC amplifier, in this case, due to the highvalue of the output
transconductance. It is in general much simpler and clearerto find which are the slew
rate limiting nodes and check what is the rate of change on those for a large-signal
perturbation.

After optimization, both amplifiers have the same UGF and PM.The numerical solu-
tion of (3.31) shows that the NMC slew rate is about 70 % higher than the value from
PFC. In spite of this result, the higher slew rate is obtainedat the expense of a higher
power dissipation. The power dissipation in the last stage of the NMC is more than
double the total power dissipation of the PFC amplifier. The figure of merit (3.2) gives
a value 80 % higher for the PFC. Consequently, it is possible to obtain a more efficient
solution using the PFC scheme.

3.3.1.4 Settling Time

The settling time is an important feature in amplifiers. In switched-capacitor applica-
tions this characteristic can in some cases be the limiting design criteria. In this case,
it is desirable to optimize the amplifier for the best settling time possible required by
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the application in question, instead of optimizing it for the highest possible unity gain
frequency.

Although the method described in Section2.4 provides a straightforward method to
design for a desired specification, no guarantee exists thatthe most efficient solution
will be indeed reached. In a two pole system, the phase marginis translated into a
unique time domain response. In this case the settling time depends on the phase
margin [Yan90], and thus, an open loop design strategy can be used to designfor the
desired closed loop characteristics, whereas this is not the case for a third order system
with three poles. No unique relationship exists between settling time and phase margin
(Fig.3.9(b)). Consequently, a closed loop design approach is chosen to obtain the most
efficient design from all the possible solutions.

Third order systems can be theoretically studied using the method presented in [Mar98].
The relative position of poles in the closed loop, after positioning for good slewing, is
used to derive the position of the poles in the open loop transfer function.

In the large-signal regime, the inverse Laplace transform(L −1) of the closed loop
transfer function (2.1) in response to the step functionU (s) does not accurately repre-
sent the output voltage

y(t) = L
−1(G(s).U (s)) (3.32)

However, if it is assumed that the input voltage step is smallenough so that the small-
signal approximation of the amplifier closed loop transfer function still holds reason-
ably well, the amplifier closed loop transfer function with aDC feedbackfdc can be
modeled as in (2.1). This is the case of switched capacitor circuits between consecutive
samples. For completeness, (2.1) is once more written as

G(s) =
A

(

1 +
s

z1

)(

1 +
s

z2

)

(

1 +
s

ωd

)(

1 + 2ζ

(

1

ωn

)

s +
(

1

ω2
n

)

s2
) (3.33)

In the above equation, the DC gain is given byA and is approximately equal to 1.
No simple representation exists to describe the closed loopdominant pole (ωd), the
undamped natural frequency (ωn) or the damping ratio parameter (ζ ) from the open
loop parameters (ωdo, ωno andζo), although representation in the opposite direction is
simple. Also, it is not always possible to place the closed loop poles and zeros in the
desired location. Sometimes their relative location is notindependent of each other.
Another difficulty is that a set of unwieldy equations make this method inappropriate
for a theoretical study. To avoid this situation, a different approach is followed. The
open loop parameters from Fig.2.5 and Fig.2.8(a)are used to obtain the values, in
(2.7) and (2.22), respectively. Afterwards, the time response is obtainedby numerically
solving the inverse Laplace transform (3.32). Finally, all relevant criteria are obtained,
and plotted in Fig.3.8(a)and Fig.3.8(b). To better compare both topologies, in all
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Table 3.4: Sizing results for sub-section3.3.1with Cm1=18 pF,Cm2=3 pF
andCL=100 pF and comparison with equations from Chapter2.

Parameter Unit NMC PFC
Section2.3 here Section2.4 here

gm1 µA/V 113 113 77 77
gm2 µA/V 38 55 26 43
gm3 µA/V 2513 2149 593 564
UGF MHz 1.00 1.05 0.99 1.25
PM ° 60 67 60 61
SR V/µs 0.63 0.63 0.37 0.37
ST µs 0.73 0.59 1.57 1.41
Power µA/V 3041 2711 953 958
p2,3 MHz -2.00± j2.00 -1.67± j2.66 -0.78± j0.78 -0.68± j1.27
ζo 1/

√
2 0.531 1/

√
2 0.469

Table 3.5: Performance Improvement
Parameter NMC PFC

Unity Gain Frequency 1.05 1.26
Settling Time 0.81 0.89
Power Consumption 0.88 1.00

cases the DC gain (Ao) and open loop dominant pole (ωdo) obtained previously is kept
unaltered. Final settling time error is 1 %.

When comparing the values given by equations in Section2.3for the case of the NMC,
the current sizing approach yields an amplifier 19 % faster while consuming 12 % less
(Table3.4). A marginal increase of 5 % in the unity gain frequency can also be seen.
For the PFC (see Table3.4), the amplifier will be 11 % faster and with an increase of
26 % in the UGF for the same power consumption than those givenby equations in
Section2.4. The final improvements are presented in Table3.5.

The final values obtained for the NMC makes it more than two times faster than the
PFC. Yet, once the power is taken into account, the PFC is a better choice for a more
efficient compensation topology, despite the fact thatz1 in Fig. 2.9, close to the non-
dominant poles, influences the settling time. Analysis has shown thatz1 is always
smaller thanζoωno. Another conclusion is that despite the NMC having a smaller
settling time, it is not possible for the same power consumption to be as fast as the
PFC.

Optimization has led to a faster amplifier, with the advantage of an increased bandwidth
without an increase in power consumption. Some of the PFC characteristics are given
in Fig. 3.9.
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(a) Example for the NMC amplifier.

(b) Solutions for the PFC topology.

Figure 3.8: Normalized settling time as a function of power dissipation and
UGF. The light point is the result as given by equations from Chapter2 and
the dark point is the new optimized point.
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(a) Power consumption as a function of the phase margin.
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(b) Settling time (to 1 %) versus phase margin.
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(c) Variation of the UGF for different values of the phase margin.

Figure 3.9: Different performances of the PFC amplifier.
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Table 3.6: Simulated performances for the original amplifier design (Sec-
tion 2.4) and three automatically sized experiments using DANCE (including
some optimization statistics).

Parameter Unit Ref. DANCE DANCE DANCE

(Section2.4) (cont.) (grid1) (grid2)

DC Gain dB 122 146 122 132
UGF MHz 3.15 3.16 3.24 3.15

Phase Margin deg 51.8 54.6 52.2 51.9
Slew Rate (calc.) V/µs 0.777 0.948 1.014 0.957

Power Cons. µW 572 416 440 504
time hh:mm 13:44 14:15 16:57

iterations – 500 500 500
evaluations – 30061 30186 30657
simulations – 19611 20677 25095

3.3.2 Transistor Level

The work done in the previous sub-section requires the modeling of the amplifier which
is a long and tedious procedure. Furthermore, at the end eachtransistor and capacitor
has to be chosen so each transconductance in the block diagram has an equivalent at the
device level. This work can be simplified if an automated design procedure is followed.
This is the purpose of this section which follows the work of [Fra03].

In order to automatically size the amplifier circuit, the netlist of the PFC amplifier is
parameterized using 21 design variables (one bias voltage and current, two compen-
sation capacitors, seven transistor lengths and ten transistor widths). The number of
transistor geometry variables is somewhat reduced by taking standard analog design
constraints (e.g. the matching of differential input pairsand current mirrors) into ac-
count. However, constraints on the operating point of the circuit are not included, only
the performance specifications are given as input to the tool. On the one hand, this
makes the design space much more complex, but on the other hand this doesn’t require
specific circuit knowledge. Three experiments are carried out (on an Intel Pentium 4
2.6 GHz PC) and the resulting performances together with some optimization statistics
have been collected in Table3.6.

For all three experiments using DANCE [Fra03], the original performances are taken as
constraints, except for the power consumption, which is requested to be minimized. A
random starting point is used in combination with a population size of 60 for the evolu-
tionary optimization algorithm. The number of iterations is arbitrary set to 500, which
translated into long (overnight) optimization times for all three experiments. However,
this allowed to verify that the optimal values are no longer changing significantly. In
the first experiment all device sizes are allowed to take on continuous values. A solu-
tion is found that achieves better performances (gain +20 %,phase margin +5 % and
slew rate +22 %) and additionally decreases power consumption considerably (-27 %).
Because arbitrary device geometries cannot be obtained in practice, a second experi-
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Figure 3.10: Pole-zero diagram for the sized amplifiers Table 3.7.

ment (’grid1’) is set up in which all transistor sizes are only allowed to take on integer
multiples of the manufacturing grid (0.05 µm for the technology used). Here also better
performances are attained (unity gain frequency +3 %, phasemargin +1 % and slew
rate +31 %) combined with a reduction of the power consumption (-23 %). Finally, in
the last experiment (’grid2’), all transistor lengths are constrained to be 0.7 µm (except
M31 which is 0.5 µm) as in the original design. This results ina sized circuit which,
compared to the original design, has better gain (+8 %) and SR(+23 %), while si-
multaneously consuming less power (-12 %). The device sizes, component values and
biasing for the original circuit and the three experiments using DANCE are compiled in
Table3.7. Also, thegm values of the three transistors marked in Fig.2.8(a)and2.11
have been listed in Table3.7. The seven parameters for transistor lengths represent
groups of identical length transistors:LG1 (M00, M10, M13, M16, M21), LG2 (M11,
M12), LG3 (M14, M17), LG4 (M15, M18), LG5 (M23, M24), LG6 (M20, M30) andLG7
(M31). It can be seen that thegm values can be vary considerably, but it is the ratio
of gm1 overCm1 that determines the unity gain frequency of the amplifier. The differ-
ence of thegm values can be further illustrated by the dominant poles and zeroes that
are listed in Table3.8 for each case. The pole-zero placement of the original circuit
(which exhibits a conjugate pole pair) differs from that of the three automatically sized
circuits (see Fig.3.10). However, and this is most important, a stable amplifier results
in all cases. Bode plots (magnitude and phase) for the original circuit and the last ex-
periment in Table3.7 are presented in Fig.3.11. Finally, in Fig.3.12, the minimum
cost evolution for all three experiments using DANCE is shown. It can be seen that
feasible solutions are quickly found and that the optimal solution is found after about
5000 evaluations (one sixth of the total number). This corresponds to approximately
2.5 hours.
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Table 3.7: Device sizes, component values and biasing for the original de-
sign (Section2.4) and several automatically sized experiments using DANCE.

Parameter Unit Ref. DANCE DANCE DANCE

(Section2.4) (cont.) (grid1) (grid2)

VBI AS V 1.25 1.87 2.56 1.93
I BI AS µA 5 3.09 3.44 3.63

Cm1 pF 15 4.3 4.7 5.7
Cm2 pF 3 13.5 7.9 14.2
LG1 µm 0.7 2.87 6.50 0.7
LG2 µm 0.7 0.83 0.50 0.7
LG3 µm 0.7 0.81 0.45 0.7
LG4 µm 0.7 0.36 0.45 0.7
LG5 µm 0.7 2.43 0.45 0.7
LG6 µm 0.7 0.38 0.35 0.7
LG7 µm 0.5 0.66 0.65 0.5

W∗
00−10 µm 10 3.53 10.90 28.70

W11−12 µm 40 24.03 12.85 23.70
W∗

13−16 µm 10 0.49 2.30 4.90
W14−17 µm 6 0.39 0.65 1.20
W15−18 µm 11 5.22 11.05 0.45

W20 µm 15 2.80 1.05 0.75
W22 µm 10 0.63 1.00 1.40

W21−23 µm 2 2.07 26.10 5.40
W∗

30 µm 15 37.16 42.45 27.60
W∗

31 µm 15 40.86 4.85 4.95
gm1 µS 211 120 127 143
gm2 µS 76 9 5 3
gm3 µS 1703 1947 1084 1350
gm f µS 1636 2268 2409 2215

∗: multiplication factors of transistorsM10, M13, M16, M30 andM31
are 6, 3, 3, 22 and 5 respectively.
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Table 3.8: Dominant poles and zeroes for the sized amplifiersin Table3.7.
Unlike the reference which has explicitly setgm3 = gm f , the previous
transconductances can have different values in the proposed designs accord-
ing to DANCE. The result is that the complex conjugate pole pair disappears
andz1 compensates for the other real nondominant polep3.

Parameter Ref. DANCE DANCE DANCE

(Section2.4) (cont.) (grid1) (grid2)

z1 [Hz] (-1.910E+6; 0) – – –
p1 [Hz] (-1.700; 0) (-0.184; 0) (-3.646; 0) (-1.095; 0)
p2 [Hz] (-2.063E+6; +2.315E+6) (-5.242E+6; 0) (-4.665E+6; 0) (-4.584E+6; 0)
p3 [Hz] (-2.063E+6; -2.315E+6) – – –

ζ 0.67 – – –
ωn [Hz] 3.101E+6 – – –
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Figure 3.11: Magnitude and phase margin plots for the original circuit (Sec-
tion 2.4) and for the last experiment in Table3.7.
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Figure 3.12: Minimum cost evolution for the experiments in Table3.7.

3.4 Conclusion

A topology study of three stage amplifier frequency compensation has been presented.
Two topics have been covered in this chapter. The first part has covered the comparison
between the PFC amplifier and five other frequency compensation methods, while the
second has dealt with the optimization of the PFC and the NMC to minimize power
consumption.

A method for comparing the PFC with other three stage frequency compensation am-
plifiers has been given. Under the exact same conditions the performances of each one
of the six amplifiers has been shown to be more similar than themeasurement results
suggest. The NMC topology can have its performance improvedby adding a feed-
forward stage. In this way, both the UGF and settling time efficiency is increased for
the NMC with feed-forward.

Two different optimization strategies have been presented. In the block level compari-
son, the PFC topology is always more efficient in terms of UGF,slew rate and settling
time than the commonly accepted reference: the NMC. Resultsof a transistor level
optimization has been presented for the PFC amplifier. In this case a new operating
point, where only real poles exist, has been chosen to be the best. This completely au-
tomated design strategy does not make assumptions on what might be the best design
strategies, and in this way, different and possibly better designs are conceivable. Both
optimization strategies suggest that the basic principle in stabilizing three stage ampli-
fiers, which is assuming a third order Butterworth frequencyresponse with unity gain
frequency is not the most power efficient. A slight decrease in the open loop damping
ratio parameterζo can save up to 25 % in power.



Chapter 4

RF Power Amplifier Classification, Theory and
Optimization

4.1 Introduction

Mobile electronics use a myriad of integrated circuits including a digital DSP and dif-
ferent analog integrated circuits. For the end user, autonomy of the battery is an impor-
tant factor. For the equipment manufacturer, cost reduction allows to sell the product
at a lower cost. It is of interest in this case to reduced the number of integrated circuits
necessary to build a mobile phone or a PDA (Personal Digital Assistant). In this era
of integration, CMOS is the technology that makes high integration of functions into
a single chip possible. This prompts the desire to transfer circuits from other tech-
nologies to this mainstream and low-cost technology. Nowadays, it is also desirable to
include some kind of communication link between the portable electronic and a base or
with the Internet. Specifically, wireless communication demands higher performances
without impairing autonomy. However, a considerable percentage of the power con-
sumption goes towards creating this wireless path (Fig.4.1). As such, it is of utmost
importance to maximize the efficiency of this block: the Power Amplifier (PA).

Considerable effort has been put into research to integratein CMOS full transceivers
for mobile communications [Ste00]. The final objective is to include a system-on-chip
with digital processing, analog functions and support blocks. On the analog side, the
inclusion of the power amplifier is still a rare situation. The need for high efficiency
and the required current flowing in it results in dedicated chips often being used. Some
of the solutions can include: Gallium Arsenide (GaAs) [Sow95] and bipolar [Sim99].
Although they provide the required output power with high efficiencies, it is neverthe-
less desirable to replace them by solutions using CMOS [Su97, Yoo01, Sow03]. The
advantages come mainly from the current trend to integrate all circuits in the same die
for cost but also area reduction.

With more advanced CMOS technologies having a lower power supply it becomes
extremely difficult to achieve the high output power required by communication stan-
dards. This is the reason why there is a lack of offer for the 3 Woutput power level
range with integrated power amplifiers in CMOS. This is especially true for the cases
where the previous block has an output power in the range of -10 to 0 dBm [Ste00].
As a result, a gain of more than 30 dB is required. In addition to this, higher currents
are now required to achieve the same output power. The resultis that wider intercon-
nections are necessary to carry the current and avoid electromigration reliability issues.

53
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Figure 4.1: The transmitter part of a transceiver.

Moreover, with lower voltages, because of the higher current flowing, every small re-
sistance has an increased importance.

The study of class E power amplifiers that follows, is dividedin three parts. This
chapter first presents the different amplifiers topology suitable for RF implementation
which is followed by theory and a methodology for optimally designing power ampli-
fiers for maximum efficiency. Chapter5 later explores the possibility to increase the
power amplifier efficiency by increasing the supply voltage and techniques to do it in
commercial CMOS technologies. Finally Chapter6 focuses on the underlying circuit
details, design aspects and chip measurements.

A brief outline of this chapter is as follows. In Section4.2 common metrics used to
benchmark the power amplifier are given. Later, the two different categories for power
amplifiers are described in Section4.3, linear and non-linear amplifiers, respectively.
This is followed by presenting in Section4.4 the proposed design methodology to
deal with circuit parasitics while optimizing the circuit for maximum efficiency. Some
optimization experiments using the tool developed in Section 4.4 are given in Sec-
tion 4.5. They include different optimization studies on the generalized class E PA and
the optimization of a two stage amplifier including all relevant layout parasitics. The
conclusions are finally presented in Section4.6.

4.2 Definition of Performance Metrics

While in operation the PA converts a DC power from the supply voltage into a RF by
sufficient amplification of the input RF signal. Only in the ideal case this conversion
is lossless which means that the PA itself will drain more power than it delivers. The
result with which the amplification takes place is called efficiency. Two other common
metrics are the Drain Efficiency (DE) and Power Added Efficiency (PAE). Efficiency
(η) is given by

η =
POUT,RF

PI N ,RF + PSU P PLY,DC
(4.1)

Drain Efficiency (DE), is a measure of how well the DC power is converted to RF
signal. The other common metric used is the PAE which indicates how much power is
necessary to drive the power stage. The two types of efficiency are defined as follows

DE =
POUT,RF

PSU P PLY,DC
(4.2)
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P AE =
POUT,RF − PI N ,RF

PSU P PLY,DC
(4.3)

4.3 RF Power Amplifier Classification

Todays PAs can be said to operate in two different categories: linear (sub-section4.3.1)
or non-linear (sub-section4.3.2). In the first the transistor acts as a current source
while in the latter it acts as a switch. Each one of the categories is divided in classes of
operation where one is defined by the way the output network shapes the output current
and voltage (Fig.4.2).

The choice the designer has to make is between linearity and efficiency. Linearity in an
amplifier comes at the expense of efficiency because current is always flowing and is
as such dissipating power in the form of heat. On the other hand, high efficiency is ob-
tained in switched power amplifiers because losses in the active device are minimized
by operating it as a switch. Ideally, the device has either zero voltage while conducting
current or zero current when the voltage is non-zero.

4.3.1 Linear Power Amplifiers

4.3.1.1 Class A

A power amplifier working in class A is biased in the middle of the active range portion
of the I-V curves. The output conducts during the entire cycle of the input signal. High
linearity is only obtained when the device is working with small signals. In this case
the maximum theoretical efficiency is 50 %. Higher efficiencies can still be obtained
at the expense of linearity.

4.3.1.2 Class B

In class B usually two devices are operated in a push-pull configuration where only one
of them is allowed to be conducting current at a time. Each oneof the devices operates
exactly half of the input signal cycle. Class B amplifiers have a theoretical maximum
value for the efficiency equal toπ /4=78.54 %. The extra time it takes to turn on and
off results in distortion as a result of the crossover.

A good compromise between the high-linearity of class A and the high-efficiency of
class B is to operate the devices in a mix of these two. In classAB as it is called, the
output load conducts more than half of the cycle to avoid crossover distortion but not
the entire cycle to maximize efficiency.

4.3.1.3 Class C

If the device is biased so that it conducts less than half of the input cycle, the amplifier
is operating in class C. This class can be more efficient than class B at an expense of
an even higher distortion. Theoretically efficiency can reach 100 % as the conducting
cycle and output power go to zero.
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For narrow band RF transmitters, distortion can be greatly reduced by the use of a
tuned load which only resonates in the fundamental frequency. In this way, unwanted
harmonics are suppressed.

4.3.2 Switching Power Amplifiers

4.3.2.1 Class D

Class D amplifiers use a technique called pulse width modulation where the devices
are rapidly switched on and off several times for each cycle.The output has a strong
harmonic content that has to be removed by means of a passive filter. Since there is
current only when the voltage is zero, theoretically they donot dissipate power and can
have 100 % efficiency.

Class D amplifiers have not succeeded for RF applications whereas they are success-
fully used for high power audio amplifiers and other low frequency applications where
simplicity and efficiency are important.

4.3.2.2 Class E

First published in 1975 [Sok75], class E amplifiers have found extensive use in the RF
and microwave field. It consists of a switching transistor driving a current through an
inductor and then a resonant filter.

The switched mode class E amplifier can ideally achieve 100 % efficiency. The idea
behind its operation is to have non overlapping output voltage and output current at the
transistor drain. This is achieved by means of a tuned outputfilter that ensures that
current and voltage are not present at the same time. For thishigh efficiency to occur
three conditions have to be met [Sok75]. When the transistor turns on, the voltage
across the transistor drain has to be zero and the slope of thedrain voltage should be
zero as well. The next criterion states that the device should be completely off before
the rise of the voltage across the transistor. The main disadvantage of class E power
amplifiers is the high-voltage at the drain terminal which under optimum condition is
as high as 3.6 time the supply voltage.

4.3.2.3 Class F

The basic idea behind the class F tuned power amplifier is the addition of a third har-
monic to the transistor output voltage waveform so it resembles more a square wave.
In the limit, all even harmonics are added. This is switched-mode class-F operation,
and can have 100 % efficiency.

4.3.3 Comparison

For the frequency range of interest (800-900 MHz) and in the field of CMOS technol-
ogy, published measured results do not show a clear advantage of class E over class F.
If it is the maximum peak drain voltage that puts a limitation, then class F is preferred
with only 2VDD compared to 3.6VDD of the class E.
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Again, with CMOS, the maximum published efficiency is in the range of 50 to 60 %
for an output power in the order of 1 W. This efficiency has beenreached not only
by amplifiers operating in class E and F, but also operating asclass AB [Fal01] and
working even at higher frequency (1750 MHz).

Class E amplifiers however have some interesting attributes. The output shaping net-
work is intrinsically simpler than class F. Insensitive in spite of parameter variations,
it has show good robustness [Raa78a]. And in today’s low-voltage circuits it is better
suitable not only for the higher output impedance but also for the maximum achievable
efficiency [Sow95].

To add to the above reasons for choosing class E topology, is the concept study in-
troduced in Chapter5. Research will be carried out on the possibility to have a more
power efficient amplifier by using a higher voltage and techniques to reach this goal in
commercial CMOS technologies.

4.4 Class E Design Methodology

A close inspection of the circuit of Fig.4.3reveals seven degrees of freedom. Although
analog designers have clearly derived accurate equations for what appears to be more
complex circuits, addressing the referred circuit has beena more difficult task. Differ-
ent research has shown that apparently it cannot be explicitly solved. Equations do exist
but do not address all tradeoffs between component values and amplifier efficiency.

Research on the topic has existed since the first paper from Sokal [Sok75]. In the work
from Raab [Raa78b], simple parasitics in the transistor are taken into account and their
effect on the final efficiency is presented.

Other research has focused on removing the limitation on thenecessity to model in-
ductorL1 as a shunt-feed choke. Zulinski [Zul87] has shown that class E amplifier op-
erating conditions could be met with a finite dc-feed inductance. Avratoglou [Avr89]
later used this configuration and the new analysis further included the effect of the
quality factor of the series-tuned (L0-C0) and the effect of the device on-resistance.
Differential equations where solved using the Laplace transform and next represented
in state variables. The complete formulation is rather complex but can nevertheless be
considered a generalized method to analyze the class E amplifier.

In Smith’s work [Smi90], a computer routine is used to partially alleviate all the com-
plexity in the Avratoglou’s art and determine the transforms and inverse Laplace trans-
forms. Nevertheless, a much simpler formulation covering the same aspects as before,
is given by Mandojana in [Man90].

Following this, Chudobiak [Chu94] has shown that the non-linear drain-bulk capaci-
tance could be modeled and all derived circuit parameters and waveforms have been
derived considering the previous effect. Although the output and current waveforms are
not affected by the non-linear capacitance, the transistorpeak drain voltage is increased
in comparison with the linear case.

Equally important is that even for circuits with the complexity of the one given by
Fig. 4.3, existing equations [Sok75, Raa78a, Raa78b] do not guarantee that the maxi-
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Figure 4.3: Ideal class E power amplifier. It consists of switchS, the finite dc-
feed inductanceL1, the shunt capacitorC1 the series-tuned (L0-C0) in series
with a reactancej X and the load resistanceRL . ElementsS andC1 are a
representation of the on-resistance and drain-bulk capacitance of a CMOS
transistor.

mum efficiency is indeed reached, or that some of the initial assumptions made prior to
equation derivation might not lead to the most power efficient design [Por93]. Further-
more, with inclusion of simple parasitics it becomes increasingly difficult to generate
equations that are accurate enough.

Two possibilities will be given that partially address the aims of the analog designer:

• State-space model description

• Automated sizing using a simulation-based optimization

The state-space model allows to address the goal to have a setof partially derived
equations. Nevertheless, at the end an optimization is necessary to find values that
create a steady-state operation. On the other hand, initialconditions are not necessary
when using a simulation-based optimization. Furthermore,any circuit can be optimized
being limited by the capacity and accuracy of the simulator.The penalty clearly resides
in the longer CPU time. The continuous increase in computingpower alleviates this
drawback partially. With a simulation-based optimization, a simulation tool is used to
evaluate the parameter vectors proposed by the optimizer. As such, the inclusion of
the parasitics is simplified. Also, as no preconceptions andrestrictions are made prior
to circuit sizing, the possibility exists that new and more interesting solutions can be
found.

4.4.1 State-Space Model of the Power Amplifier

The operation of the power amplifier of Fig.4.5 can be seen as linear time-invariant
circuit 1 containing a periodically operated switchRk with two states in the switching
periodT . In one of the states (τ1) a small value represents the low on-resistance value.

1The notation of the work of Liou [Lio72] is followed.
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Figure 4.4: Notation for thenth switching period.

In the other one (τ2), a high value represents the transistor in the off state (Fig. 4.4).
Defining the switching instantsσn,1 = nT, σn,2 = nT+τ1, andσn,3 = nT+τ1+τ2 =
(n + 1)T , a set of state equations of the form

ẋn,k(t) = Akxn,k(t) + Bku(t) (4.4)

yn,k(t) = Ckxn,k(t) + Dku(t) (4.5)

σn,k < t < σn,k+1 k = 1, 2

can be used to represent the linear circuit. The previous quantities xn,k(t), yn,k(t)
andu(t) are, respectively, the state, output and input vectors, andAk, Bk, Ck, Dk are
constant real matrices.

The standard continuous system in the form of

dxn,k(t)

dt
= Akxn,k(t) + Bku(t) (4.6)

in each portion of thenth switching periodτk, k=1,2, has a solution in the form of

xn,k(t) = eAk(t−σn,k)xn,k(σn,k) + eAkt
∫ t

σn,k

e−Akϕ Bku(ϕ)dϕ (4.7)

since

∫ t

σn,k

eAk(t−ϕ)dϕ = (Ak)
−1(eAk(t−σn,k) − I ) (4.8)

(I is the identity matrix). The general solution of (4.6) to an input signalu(t) = u at
switching instantσn,k is given by

xn,k(t) = eAk(t−σn,k)xn,k(σn,k) + A−1
k (eAk(t−σn,k) − I )Bku (4.9)

Knowing that the values ofxn,k at the end of the on-state are the initial values of
the off-state, the complete system can be simulated. However, it is of interest to find
the steady-state for a complete evaluation of the amplifier performance. The transient



4.4.1 State-Space Model of the Power Amplifier 61

L
0
 C
0


C

1


R

L


jX


L
1


R

k


V
DD


x
1


x

3


x

2


+


-


-
+
 x
4


v

o


+


-


Figure 4.5: Ideal class E power amplifier as in Fig.4.3with the indication of
the state-space variables. The switchS is now more conveniently represented
by resistanceRk.

mode can be completely eliminated by setting the initial state vectorx0,1(0) equal
to Ju. Since the state doesn’t change discontinuously at the switching instants, the
complex matrixJ can be simply written as

J = (I − M)−1H (4.10)

In the former expression,M is a real matrix and equal to:

M = eA2τ2eA1τ1 (4.11)

H is also a complex matrix expressed as:

H = eA2τ2 A−1
1 (eA1τ1 − I )B1 + A−1

2 (eA2τ2 − I )B2 (4.12)

4.4.1.1 State-Space Description

Consider the ideal class E power amplifier like the one presented in Fig.4.5. The set
of differential equations that describes the behavior of the amplifier is given by

L1
dx1

dt
= −x2 + VDD (4.13)

C1
dx2

dt
= x1 −

x2

Rk
− x3 (4.14)

(L0 + X)
dx3

dt
= x2 − RL .x3 − x4 (4.15)

C0
dx4

dt
= x3 (4.16)
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x1 = IL1(t)
x2 = VC1(t)
x3 = IL0(t)
x4 = VC0(t)

(4.17)

in this case, the state variables are the inductorL1 current, the capacitorC1 voltage, the
inductorL0 current and the voltage acrossC0. During the off state the switch exhibits
a high resistanceRO F F, while during the on state the value ofRk is reduced toRO N.

Analyzing the circuit from Fig.4.5, theAk, Bk, xn,k andu(t) matrices are respectively:
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The remaining matrices,yn,k, Ck andDk are respectively

Vo = [0 0 0 RL ]












x1

x2

x3

x4













+ [0] VDD

(4.19)

The above algorithm is implemented in MATLAB ®and used to optimize the circuit from
Fig. 4.3. The initial values for the components can be obtained usingthe formulas pre-
sented in [Sok75]. Now, it is possible to optimize the circuit for maximum efficiency.
It is also possible to see the influence of each component separately by varying each
one of them and observing how the losses change.

Each simulation takes about 35 ms on a Intel P4 processor at 2.4 GHz. The small simu-
lation time makes it very convenient for inserting in an optimization routine that usually
has to execute a couple of thousand iterations. After a few minutes the optimization
routine ends. The resulting circuit sizes of such an optimization using Simulated An-
nealing is given in Table4.1. A drain efficiency of 91.5 % is obtained for a supply
voltage of 2 V. The state variable waveforms are given in Fig.4.6(a). After some
manipulation, the switch waveforms are easily obtained. The resulting drain-source
voltage and drain current of the class E amplifier is shown in Fig. 4.6(b).

Although simple and easy in implementation, the lack of parasitics other than the
switch-on resistance makes this method impractical. A new run of the optimization
routine generates a completely different set of solutions,although giving the same
Drain Efficiency (DE). Moreover, using the above equations,the influence of the series
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Table 4.1: Optimized circuit sizes for the circuit in Fig.4.5.
Frequency RO N C1 L1 L0+X C0 RL

850 MHz 0.22Ä 15.96 pF 10.46 nH 2.73 nF 18.05 pF 2.96Ä

resistance in the inductors (L1 andL0) can be studied. The usefulness of this method,
however, ends here if it is also necessary to

• Model C1 as the non-linearCdb of a MOS Field Effect Transistor (MOSFET)
[Chu94]

• Include a more complex model for the inductor [Nik98, Cao03]

• Fully optimize a multistage amplifier

One possibility to model the non-linear drain-bulk capacitance of a Metal Oxide Semi-
conductor (MOS) transistor is to make use of differential equations already derived and
to make capacitor valueC1 voltage dependent. The resulting waveforms of one of such
simulations on the same Intel P4 processor at 2.4 GHz computer is given in Fig.4.6(c)
and takes about 5.85 s which is an overhead of 167 times. Compared to less than 1 s
for a Simulation Program with Integrated Circuit Emphasis (SPICE) simulation, with
all the advantages it gives, plus the speed, the above methods do not seem particularly
suitable for optimizing the circuit with the characteristics of a class E amplifier.

In fact, the other two items above can in an extreme case be solved using the state-space
description. The major drawback is the huge effort in manualmodeling necessary to
reach such a solution. The difficulty to easily change from one topology to another
or the difficulty to replace one device model by another can beconsidered, from a
practical point of view, to be a disadvantage. One solution to reduce the quantity of
hand-crafted work is to make use of already existing applications for circuit simulation
(SPICE) and adding the missing functionality. Finally, gluing them together to form
one tool can be an alternative. The developed tool suitable for RF power amplifiers is
described in detail in the next sub-section.

4.4.2 Power Amplifier Automated Sizing

This sub-section presents a methodology for optimally designing power amplifiers for
maximum efficiency. The tool methodology is firstly presented in 4.4.2.2which al-
lows to find optimal values for all components (transistors,passives) using realistic
operating conditions, including the effect of their parasitics. A concise description on
the automated analog sizing which is based on a simulation-based optimization is then
given. This sub-section then ends with a description of the different device profilers
that accurately extract device layout parasitics that are then used in user-defined device
models.
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(a) State variable waveforms.
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(b) Switch waveforms.

0 1 2

x 10
−8

0

0.1

0.2

0.3

0.4

Time

x1
 −

 In
du

ct
or

 L
1 

C
ur

re
nt

0 1 2

x 10
−8

−2

0

2

4

6

8

Time

x2
 −

 C
ap

ac
ito

r 
C

1 
V

ol
ta

ge

0 1 2

x 10
−8

−1

−0.5

0

0.5

1

1.5

Time

x3
 −

 In
du

ct
or

 L
0 

C
ur

re
nt

0 1 2

x 10
−8

−5

0

5

10

Time

x4
 −

 C
ap

ac
ito

r 
C

0 
V

ol
ta

ge

(c) Time domain waveforms obtained by solving
the differential equations set (4.13)-(4.16) with
the same circuit sizes used in Fig.4.6(a). After
the initial transient time, the same steady state is
reached.

Figure 4.6: Simulated waveforms of the circuit in Fig.4.5using two different
approaches: by first finding the initial conditions of the state-space descrip-
tion and through solving the differential equations set.
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4.4.2.1 Introduction

In previous work [Sok75, Man90, Chu94, Cha01], one or more of the following as-
sumptions or simplifications (approximations of real behavior) are made:

• the transistor acts as an ideal switch

• the inductance of the DC feed inductor (RF choke) is infinite

• the quality factor of the resonant tank is infinite

• one or more passive components are linear

• circuit devices have no parasitics

• electromigration does not take place

In [Gup01] a CMOS RF power amplifier including on-chip matching networks is op-
timized using a simulated annealing based tool. For the inclusion of the parasitics in
the Computer-Aided Design (CAD) optimization, a compact inductor model is created
for a specific geometry and valid for a limited range of inductor values. In [Cho02] a
CMOS class E power amplifier with bond wire and silicon inductors is optimized using
simulated annealing.

All published solutions use a fixed model for the inductor, either limited in the physi-
cal geometry or in the lumped representation of the inductor. Square silicon inductors,
although easily implementable and commonly used in any technology, do not provide
the best performance. With the tool described next, the possibility to seamlessly add
new coil geometries offers the advantage of being able to take benefit of new trends,
such as the trend that foundries nowadays allow at least octagonal structures. Alterna-
tively, the designer might want to use a broadband compact model [Cao03] for better
representation over a wide frequency range or to have the flexibility to use their own
model. Another important issue related to power amplifier design is the maximum cur-
rent that can flow through the transistor and interconnect lines to achieve the desired
output power. One of the problems for current values in the range of 500 mA is elec-
tromigration. This problem is not only related to the large currents that flow through
the metal lines, but is also due to the fact that, at radio frequencies, the skin effect must
be taken into account when designing an inductor. Accurate and efficient RF design
automation therefore requires that all of the above issues can be taken into account by
using an integrated tool flow such as the one presented in thissub-section.

The methodology (described in detail in4.4.2.2) has been implemented in a software
tool called PAMPER 2 and encompasses a simulation based circuit optimizer (DANCE
3 [Fra03], which is part of the developed software environment presented here) and
device profilers that accurately extract device layout parasitics that are then used in
user-defined device models within the DANCE tool. The DANCE module is discussed
in detail in4.4.2.3. The principle of device profilers is treated in4.4.2.4.

2PAMPER stands for Power AMPlifiER.
3DANCE — Device-level ANalog Circuit Environment
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Some of the features of the proposed methodology and tool implementation include:

• simulator independence (currently configured to work withEldo™, HSPICE and
MATLAB ®)

• knowledge in the form of objectives and constraints is stored in a template which
can later be reused

• replacement of any device by user-defined device models

• information on process variation of the inductors and other devices can be taken
into account during the optimization

• integrated support for taking the maximum current that flows in the inductors into
account during optimization (needed for meeting the electromigration constraint)

4.4.2.2 Tool Methodology

The proposed methodology encompasses a preparatory phase (which is represented by
the shaded part at the top of Fig.4.7) and the actual automatic design optimization
where the start is a given circuit schematic. For power amplifiers the influence of coil
parasitics has a severe impact on the overall efficiency of the PA. However, accounting
for these parasitic effects in the design is tedious and timeconsuming. Especially in
the case of silicon inductors, the resulting model is complex and difficult to analyze
theoretically. Still, the presence of parasitics needs to be taken into account during
simulation and sizing of the circuit schematic. To this end,an analog device-level
circuit simulation and sizing tool (DANCE) that allows to take user-defined models for
any selected device into account is developed. This piece ofsoftware – a tool on its
own – is elaborated in the next section. However, the model parameters should also
be made available to this tool. For the methodology presented here this means that a
database of model parameters should be generated for the devices, including the effect
of layout parasitics. This is done by device profilers (see4.4.2.4).

One last input to the DANCE module is a rule-set containing design constraints (such
as the desired output power, maximum acceptable voltage at turn-on, maximum drain
voltage slope before turn-on, . . . ) and objectives (such as maximum efficiency) for the
circuit. This can be either inserted by the (experienced) designer or a default template
can be selected that already includes expert designer’s knowledge. The DANCE tool,
the optimizer and the device profiler are all written in standard C code resulting in fast
execution times.

4.4.2.3 Automated Analog Circuit Sizing

Overview

Automated analog circuit sizing approaches can be classified into two broad cate-
gories [Car96]. A first class is theknowledge-basedapproach. The main advantage
here is the computational speed. Drawbacks of this method are the flexibility and
the time needed to develop the knowledge plan. Moreover, this plan usually has to
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Figure 4.7: Flow diagram of the PAMPER tool.

be adjusted to support new process technologies. Another possible disadvantage is
that the accuracy is proportional to the complexity of the plan. In a second class,
theoptimization-basedapproach, two subcategories can be found: equation-based op-
timization – which suffers from similar accuracy limitations – and simulation-based
optimization. The big advantages of the latter are its flexibility and accuracy. It has
the same accuracy as the simulator normally used in hand-crafted sizing. Here an opti-
mizer iterates over simulations for different values of thedevice parameters to tune the
circuit performance. However, the penalty clearly residesin the longer CPU time. The
continuous increase in computing power alleviates this drawback partially.

Especially if parasitics (of active and passive components) are taken into account, an
analytical solution for finding the optimal parameters of analog (RF) circuits becomes
difficult. Therefore, the tool that is capable of:

• performing parameterized simulations (through the use ofa GUI if desired) using
any circuit simulator (can be configured without changing the code)

• sizing a given circuit topology from scratch

• automatic replacement of any device, active or passive, bycustomized device
models (taking e.g. parasitics into account)

• retargeting a sized schematic:

– to a new process technology

– toward new performance specifications

– to fine tune (optimize) an existing design

Sizing Methodology

The implemented sizing methodology is a simulation-based optimization approach us-
ing a differential-evolution optimization algorithm [Sto96] (theglobal optimizerblock
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in Fig. 4.7). The key property of this optimization algorithm is that itgenerates new
parameter vectors by adding the weighted difference vectorbetween two population
members to a third member. If the resulting vector yields a lower objective function
value than a predetermined population member, the newly generated vector replaces
the vector with which it is compared. For each vectorxi,G of generationG, a perturbed
vectorvi,G+1 is generated as follows:

vi,G+1 = xr1,G + F ·
(

xr2,G − xr3,G
)

(4.20)

The indexesr1, r2 andr3 indicate three randomly chosen individuals of the population.
They are mutually different integer indexes (∈ [0, (N − 1)]) and also differ from the
running indexi . The (real) constant factorF (∈ [0, 2]) controls the amplification of
the differential variation. The vectorxr1,G that is being perturbed has no relation to
the vectorxi,G that will potentially be replaced. To increase the potential diversity of
the perturbed parameter vectors, crossover is introduced.More information about the
algorithm and details of several variants or strategies forconstructing new parameter
vectors can be found in [Sto95, Sto96]. In addition, this algorithm has been altered
to include parameter bounding, stop criteria and mixed continuous/discrete parameter
support.

Any circuit variable (device sizes, component values, biasinputs, . . . ) can be selected
as optimization parameters. Furthermore, one or more optimization objectives(min-
imize, maximize) can be specified as well as a number of (performance)constraints
(e.g. AL F > 60dB orVnode1 < 0.1V). All these requirements (n objectives andm
constraints) are combined into a single cost function whichcan be evaluated by the
optimizer:

Cost = Wobj ·
i=n
∑

i=1

Psimi

+ Wcon · max
j ∈[1,m]

(

Pspecj − Psimj

Pspecj

)

(4.21)

with Wobj andWcon the weights for the cost due to the objectives and constraints, re-
spectively, and whereP indicates performances, either simulated or specified. With
properly scaled weights (which is very easily accomplished), the optimizer will first
try to find feasible solutions (satisfying the constraints)and then further tunes the pa-
rameters to optimize the objectives. This scaling can easily be adjusted manually after
a “dry-run” (which could also be automated) and only requires alteringthe order of
magnitude of one of the weights depending on the cost values which are logged. In
order to deal with complex problems with many constraints, aminimax problem for-
mulation is used in (4.21). When the genetic algorithm proposes bad combinations of
parameters (e.g. out of bound), a “high” cost is assigned (e.g. 108) to such solutions.

In order to facilitate the automated optimization of specific circuit classes (Op-Amps,
comparators, . . . ), constraint and objective templates canbe loaded. These could have
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been stored for re-use by the designer himself or provided byanother expert designer.
Furthermore, in order to realistically take parasitics of active or passive devices into
account, customized device models can be input to the tool. Fig. 4.8 illustrates such
model for an inductor. In the PAMPER tool these models are entered using standard
SPICE syntax. The actual values for the components that are part of a specific device
model are derived beforehand in a tabulated form by device profilers (that can steer
external tools). The effective values of the devices in the model are calculated by the
optimizer depending on the optimization parameters and by interaction with the device
profiler (see Fig.4.7).

4.4.2.4 Device Profilers

In principle, a profiler for any device could be implemented.However, for devices
such as capacitors, pads, interconnections and transistors, the parasitics dependent on
the layout implementation can, with limited complexity, bemanually extracted by the
designer or have already been analyzed and included in a knowledge library. Coil
parasitics, on the other hand, need more attention and for this purpose an automated
extraction tool has been included that can interact with external tools.

Inductor Parasitics

For the power amplifier design optimization tool, a device profiler for the coils is de-
veloped in order to generate the parameters for the coil model, including the effects of
layout parasitics. To this end, an external tool is called for calculating the model param-
eters, which are then stored in a table (by the coil profiler) to be accessed later during
sizing (by the DANCE module). The external tool used for analyzing silicon induc-
tors is ASITIC [Nik98]. The coil profiler should be run only once for each technology
process and takes a range of inductor values as input together with:

• the technology process

• the circuit operating frequency and

• the inductor geometry

Then tables are generated (for different currents) by ASITIC, using the selected model
(see Fig.4.8) and parsing the ASITIC output file. The information returned by ASITIC
is the required inductance together with the device model parameters and layout infor-
mation (number of turns and turn spacing). For each coil model and maximum allowed
current a table is thus generated, containing a discrete list of different inductor values
within a specified range. This range typically includes about 10 values around an an-
ticipated value for the target application. Since the tables are generated only once for
each technology the computational time is less important. Typically, a table contains
about ten entries which each take around 20 minutes to generate. Other values for the
inductors are then linearly interpolated. This technique is experimentally verified (by
comparing interpolated values with the result obtained with ASITIC for the exact val-
ues) to be accurate enough. Hence, no expert knowledge is needed to select the range
of inductor values and sampling density.
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(b) Equivalent lumped circuit model including
inductor parasitics.

Figure 4.8: Example schematics of possible device models for an inductor
serving as input to the DANCE tool. Any customized model representing
more complex inductor layouts (octagonal, hexagonal, etc.) or a more accu-
rate representation over frequency can be used.

Bonding wires (Fig.4.8(a)) are still commonly used to get the best performance due
to their higher quality factor. It has been shown that the machine-bonded bonding
wires have less than 5 % inductance variation and less than 6 %quality factor variation
[Lee98], making them suitable for integration. The inclusion of a resistor in series with
the inductor is a simple way of representing its losses (Fig.4.8(b)).

Capacitor Parasitics

At RF frequencies, the use of poly-poly capacitors is usually avoided. The high sheet
resistance significantly degrades the quality factor of thecapacitor. This effect is more
noticeable as the frequency increases and the associated losses can be considerable.
Metal-metal capacitors (Fig.4.9(a)), existing in new technology processes with more
emphasis on analog RF circuits have a relatively good quality factor, making it suitable
for high-performance circuits. Care must be taken with the wiring. The series induc-
tance (LS) limits the maximum cut-off frequency of the device. Only for frequencies
of interest much lower than this value is the high quality assured.

For frequencies below 1 GHz, discrete SMD (Fig.4.9(a)) capacitors can still be used
if their value is in the range of a few picofarads. For higher values of capacitance or
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(a) On-chip metal-metal and SMD capacitor.
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(b) Equivalent capacitor circuit model including
parasitics.

Figure 4.9: Possible capacitor elements including parasitics for accurate rep-
resentation over frequency as used by the DANCE tool.

frequency of operation, the only possible solution is to usea completely integrated
solution. If metal-metal capacitors are not available in the technology, capacitors with
combined lateral and vertical field components are a practical solution [Apa02]. Some
structures can even provide higher oxide capacitance density than the more expensive
to manufacture metal-metal capacitors.

The lumped model from Fig.4.9(b) can be obtained with a generic electromagnetic
analysis program by considering the oxide between the capacitor plates as the via of
an inductor and then curve fitting the results to a capacitor equivalent model. ASITIC
takes this approach, making it equally suitable for analyzing capacitors. Parasitics to
substrate can be minimized by either using a high-resistivity substrate or by placing a
ground shield underneath. The latter technique can also be used to prevent the sub-
strate resistance from injecting noise currents. The modelfor a SMD capacitor can
be obtained from the manufacturer datasheet or easily measured with a vector network
analyzer.

Pad and Interconnection Parasitics

In any circuit that has to connect to the outside world, a pad is necessary (Fig.4.10). A
pad can be simply a stack of metal layers connected through vias. Where a low capac-
itance value is required only the top metal layer can be used.Also, some applications
require isolation from the noisy substrate or a well defined impedance. The solution
in this case is to place a ground connected metal shield underneath. The resonance
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(a) Shielded (top) and unshielded (bottom) bond
pad. A lower metalization layer is used to effec-
tively shield from substrate losses.
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(b) RC representation of the devices on the left.

Figure 4.10: Lumped circuit models of a shielded and unshielded pad. The
DANCE tool can use these and other equivalent models.

frequency decreases as the capacitance now has a higher value. The advantage is that
the capacitance has in this situation a well defined value.

Interconnections can be modeled as a simple pad model. Depending on the frequency,
it might be more accurate to also include in the model the series resistance and induc-
tance. In this case the model will resemble the one used for the integrated capacitor of
Fig. 4.9.

Transistor Parasitics

For the transistor, a simple switchS can represent its off- and on-resistance, although
a more complete model can also include losses due to non-zeroswitching time and
lead inductance [Raa78b]. For CMOS integrated circuits, the BSIM model is usually
available. This rather complex model includes effects suchas modeling of noise and
temperature effects. The new version (BSIM4) is tailored for sub-100 nm devices and
includes, for example, the substrate network necessary foraccurate RF design.

In a class E amplifier, power is dissipated due to the switch-on resistance (RO N)
(Fig. 4.11). The efficiency can be approximately given by [Raa78b]

η ≃
RL

RL + 1.365RO N
(4.22)
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Figure 4.11: Possible equivalent circuit for a transistor in a class E power
amplifier. The model includes the off- and on-resistance andthe capacitances
between the gate and the other three terminals. It gives satisfactory results
when applied to a class E power amplifier.

where

RL =
8

π2 + 4

V2
DD

POUT
(4.23)

In the above equation and for a constant output power we have

RL ∝ V2
DD (4.24)

which leads to the conclusion that the higher the voltage thehigher the load resistance
RL . This in turns means that more power is available to the load for a fixed loss in the
parasitics of the series-tuned output filter.

Other Parasitics

Care has been taken so that any structure that can have a SPICErepresentation can be
optimized. As an example it is necessary to consider the delay of a transmission line or
the losses associated with other parasitics where the die will be attached. Up to certain
limits the non-dissipative parasitic elements (inductorsand capacitors) can be included
and masked in the overall amplifier characteristics withoutsignificant decrease in per-
formance.

4.5 Optimization Experiments

As mentioned, one of the difficulties in the design of class E power amplifiers resides in
the lack of precise analytical equations for analysis and synthesis. As such, simulations
will be used to get insight on the influence of parasitics on the circuit performances.

The next four experiments will take the generalized class E power amplifier and opti-
mize it for the maximum DE for various operation conditions.The influence of dif-
ferent circuit elements parasitics or different design objectives is presented in a tabled
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form together with a figure to better illustrate the results.In the last experiment, a two
stage class E power amplifier is optimized.

In the first example, the effect of different supply voltage and inductor parasitics in the
DE and PAE is given. While the second experiment deals with different output levels
and constant frequency, the third covers an amplifier with different transistor sizes for a
constant output power. In the last in this series, the influence of different frequencies of
operation with a constant output power is presented. Finally, an application example for
a two stage differential class E power amplifier is given. In this example, the limiting
parasitics for passive and active components are included.Their accounting during
optimization is essential for maximizing the circuit’s efficiency. The amplifier from
Fig. 4.12is studied under the following conditions:

• class E operation conditions are always met (see4.3.2.2)

• transistor and inductors have parasitics

• 0.35 µm CMOS technology

• square wave input signal with amplitude equal to the supplyvoltage

The simulator that is used in the following experiments is Eldo™ [Eldo]. However,
the tool works with any (circuit) simulator (or general-purpose program) as long as it
outputs its results to a file. The simulation configuration isdone once by simply editing
a form in the user-interface and is pre-configured for Eldo™, HSPICE, and MATLAB ®.

To account for driving power and in order not to change the results obtained for the
DE, the average power necessary to drive a capacitive load (Cgg) can be approximated
by

PI N = α.Cgg.V
2
DD. f (4.25)

The constantα (the value of 1 will be used) represents a proportionality factor repre-
senting an inverter chain driving the transistor total input gate capacitanceCgg. Finally,
each one of the simulations is optimized for maximum DE (4.2). The results are now
presented for different case studies.

4.5.1 Influence of the Supply Voltage and Inductor Quality Factor

In order to show the relation between the inductor quality factor (QL ) and the supply
voltage, the circuit from Fig.4.12 is simulated considering a bonding wire inductor
(QL=40) and an on-chip spiral inductor (QL=7). For reference, simulations assuming
an inductor without losses are also given.

The results of these simulations, with the inputs given in Table 4.2, are presented in
Fig. 4.13(a). From what can be seen, the drain efficiency is almost equal and indepen-
dent of the supply voltage, being much more dependent on the inductor quality factor.
Note that in the case of lower supply voltages (imposed by technologies with smaller
geometries) it is not possible to achieve the desired outputpower.
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Figure 4.12: Class E amplifier schematic with the switching device replaced
by a NMOS transistor. In this way, the effect of the differentcapacitances be-
tween the gate and the other terminal are considered. Capacitor C1 in Fig.4.3
is now the drain-bulk capacitance of the MOS transistor and reactancej X is
merged with the inductorL0.

A higher supply voltage does not allow to get a higher DE (Fig.4.13(a)). This can be
justified by the fact that [Sok75]

RL =
8

π2 + 4

V2
DD

POUT
(4.26)

C1 =
POUT

πωV2
DD

(4.27)

have opposite relationship to the power supply voltage. As the transistor capacitance
decreases, the load resistance increases with an increasing supply voltage. The ideal
is to balance the losses in a smaller transistor (higher on-resistance) with a higher load
resistance.

Regarding the power added efficiency (PAE, Fig.4.13(a)), going to higher supply volt-
ages has some advantages. This is due to the fact that the transistor is smaller (4.27)
and if the supply voltage on the previous stage is kept constant, it is now possible to
save on driving power, therefore, increasing the PAE with anincreasing supply volt-
age (Fig.4.13(b)). Moreover, a lower current is necessary to achieve the sameoutput
power, hence, reducing the electromigration reliability issues.

In this situation the parasitics are relatively small, leading to an efficiency higher than
90 %. Basic equations already predicted that for MOSFET4 it is normal for efficiency
to vary only very slightly withVDD [Sok75]. Results in Fig.4.13show that this is valid

4BJTs haveVC E(sat,of f set), which reduces the effective value ofVDD , for producing RF output
power from a switching-mode RF PA (e.g., class E or D). The effective value ofVDD is [actualVDD -
VC E(sat,of f set)]. But the value ofVDD from which the DC input power is calculated, is the actualVDD , as
PSU P PLY,DC = VDD I DD . By comparison, MOSFETs do not have a saturation offset voltage, so the full
value ofVDD is used in the equation that predicts RF output power.
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Table 4.2: Inputs for the first experiment: influence of the supply voltage and
inductor quality factor.

Simulation Conditions Variables

Input frequency: 850 MHz Supply voltage
Output power: 0.5 W Inductor quality factor∈ [7, ∞]

Table 4.3: Effect of the supply voltage and inductor qualityfactor on the
circuit sizes.

QL VDD M1 L1 L0 C0 RL

2.3 V 11134 µm 11.75 nH 2.51 nH 24.7 pF 3.54Ä

∞ 2.0 V 13715 µm 8.94 nH 2.18 nH 25.8 pF 2.86Ä

1.0 V 41203 µm 2.71 nH 1.16 nH 36.7 pF 0.81Ä

2.5 V 13832 µm 6.39 nH 1.55 nH 65.0 pF 3.03Ä

40 2.0 V 16000 µm 3.82 nH 1.44 nH 48.2 pF 2.79Ä

1.0 V 66467 µm 0.91 nH 0.50 nH 103.2 pF 0.54Ä

2.5 V 17399 µm 1.59 nH 1.29 nH 64.7 pF 3.28Ä

7 2.0 V 25986 µm 1.00 nH 0.86 nH 88.8 pF 2.21Ä

1.5 V 43435 µm 0.62 nH 0.45 nH 169.8 pF 1.05Ä
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(a) With VDD in (4.25) equal to the supply volt-
age.

0 0.5 1 1.5 2 2.5 3
0

10

20

30

40

50

60

70

80

90

100

Supply Voltage (V)

E
ffi

ci
en

cy
 (

%
)

Q
L
= ∞

Q
L
=40

Q
L
=7

DE 
PAE

(b) With VDD in (4.25) equal to 1 V.

Figure 4.13: Drain Efficiency and Power Added Efficiency as a function of
supply voltage for different inductor quality factorsQL .



4.5.2 Influence of Different Output Power Values 77

even in the presence of important parasitics. In addition, Fig. 4.13(a)reveals similar
behavior for the PAE.

Consequently, if the goal is to have a totally integrated amplifier, on-chip spiral induc-
tors limit the maximum drain efficiency to about 40 %. However, if the intention is
to have an amplifier with an efficiency in excess of 50-60 %, theuse of high-quality
inductors (bonding wires) is mandatory. This fact is illustrated in Fig.4.13(a). Finally,
circuit sizes are given in Table4.3.

4.5.2 Influence of Different Output Power Values

When designing a power amplifier for a maximum given output power, the question
can arise on whether the usage of one single amplifier or multiple parallel amplifiers
(with the same total maximum output power) is more beneficialor not. Three sim-
ulations with three different output power levels are performed with the objective of
studying this effect. The circuit from Fig.4.12is optimized for highest drain efficiency
under the conditions summarized in Table4.4. The results for output power from 2 W
until 0.25 W are given in Fig.4.14. Optimized component values are also summarized
in Table4.5. The results show that the DE remains constant and is independent of the
output power level. The situation is somehow different for the PAE where one am-
plifier at a higher output power has a transistor size slightly smaller than the sum of
two amplifiers having each one of them half the output power. The consequence of a
reduced input capacitance is the reduction of the power needed to drive the amplifier.
This can be seen in Fig.4.14where the PAE decreases with a decrease in the output
power. Device circuit sizes in Table4.5show the expected from theory [Sok75]: the re-
duction of the inductance size and output load resistance along with the increase of the
output filter capacitance. Also, because capacitorC1, representing the transistor output
capacitance, is proportional to the output power (4.27), an increase in the transistor size
is expected.

The above results tend to support the idea that, for the case of maximum drain effi-
ciency and the highest output power level, there is no difference in building one big
amplifier or use smaller amplifiers in parallel. For the case of parallel amplifiers, it is
also necessary to consider the losses in the combiner circuit which can in some cases
make one topology more efficient that the other one.

4.5.3 Influence of Different Transistor Sizes

For the specific case of a class E power amplifier (Fig.4.12), it is commonly assumed
that having a higher switch-on resistance necessarily implies a less efficient amplifier
[Raa78b]. This is true in case the shunt capacitor (C1 in Fig. 4.12) is not the parasitic
drain-source capacitance and thus can have its value selected independently of the tran-
sistor width. To evaluate this effect, a simulation of a typical amplifier (Fig.4.12under
the conditions from Table4.6 is performed. Table4.7and Fig.4.15present the results
for the case of having transistor sizes ranging from 4 to 24 mm. Above the threshold of
16 mm, the DE stays constant for an increasing transistor width. Therefore, a decrease
in the switch-on resistance does not translate to an increase in the drain efficiency if
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Table 4.4: Inputs for the second experiment: influence of different output
power values.

Simulation Conditions Variables

Supply voltage: 2 V Output power∈ [0.10 W, 2.00 W]
Input frequency: 850 MHz
Inductor quality factor: 40

Table 4.5: Circuit sizes for different output power values.
POUT M1 L1 L0 C0 RL

2.00 W 66987 µm 0.93 nH 0.44 nH 128.5 pF 0.64Ä

1.00 W 28498 µm 1.87 nH 0.85 nH 70.9 pF 1.55Ä

0.50 W 16000 µm 3.82 nH 1.44 nH 48.2 pF 2.79Ä

0.25 W 9681 µm 7.49 nH 2.84 nH 23.1 pF 4.25Ä

0.10 W 3664 µm 18.03 nH 6.74 nH 10.7 pF 11.94Ä
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Figure 4.14: Efficiency for different output power values.
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the shunt capacitor is the transistor output capacitance. It is the coupling between the
output capacitance and the transistor width that causes this effect.

Despite the highest DE being obtained for a transistor length of about 16 mm, this does
not reflect in the PAE. A smaller transistor, although havinga higher on-resistance,
can be used to make a more efficient power amplifier. As such, a transistor size in the
range of 8 mm will indeed produce the PA with the highest PAE (Fig. 4.15). Never-
theless, a slight change in the circuit is necessary becauseof the relation between the
output power and shunt capacitance (4.2). This capacitance must be increased, either
by increasing the drain-bulk capacitance or by using an extra capacitor in parallel. The
results where this capacitor is increased are represented by a dashdot line in Fig.4.15
and by the symbol † in Table4.7.

In conclusion, increasing the device size beyond the minimum required, although re-
ducing the switch-on resistance, does not improve the drainefficiency.

4.5.4 Influence of Different Frequencies of Operation

The model in Fig.4.12 has a good agreement with a more complex one where the
transistor is modeled with its BSIM3 model. In addition, forfrequencies much below
the transistor cut-off frequency (fT ), the capacitance can be considered constant in
terms of frequency. As a consequence this allows the PA efficiency to be tested in
terms of frequency.

In the following set of simulations, the bonding wire inductor quality factor (QL ) is
considered a constant on all frequencies, in spite of a three-dimensional inductance
extraction program (FastHenry), showing that inductor series resistance, due to the skin
effect, increases with frequency. In this way, only the effect of a different frequency is
seen in the simulations. Table4.8summarizes the optimization conditions.

Nevertheless, if the corrected resistance is included in the simulations, the efficiency
will slightly increase for frequencies below 850 MHz, and decrease for higher frequen-
cies. Although this may be true, the changes are not large enough to change the relation
seen in Fig.4.16and the graphic has the same bearing. As such, DE still increases with
an increasing frequency for values in the neighborhood of 850 MHz. The optimized
component sizes are given in Table4.9.

Fig. 4.16presents the DE and PAE results obtained as a function of input signal fre-
quency. As can be seen, both the drain and power added efficiency increase for an in-
creasing frequency. These results are an indication that comparison of different power
amplifiers has to be done at a similar frequency of operation.In fact, different CMOS
technologies with different characteristics and other parameters do influence circuit
performance. This once more supports the assertion that thecomparison of different
circuits is a research field on its own.
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Table 4.6: Inputs for the third experiment: influence of different transistor
sizes.

Simulation Conditions Variables

Supply voltage: 2 V Transistor width∈ [4000 µm, 24000 µm]
Input frequency: 850 MHz
Output power: 0.5 W
Inductor quality factor: 40

Table 4.7: Optimized circuit sizes considering a fixed transistor size.
M1 L1 L0 C0 RL

24000 µm 5.10 nH 0.98 nH 79.9 pF 1.35Ä

20000 µm 3.87 nH 1.25 nH 58.1 pF 2.03Ä

16000 µm 3.82 nH 1.44 nH 48.2 pF 2.79Ä

†12000 µm 3.79 nH 1.40 nH 51.0 pF 2.89Ä

†8000 µm 3.29 nH 2.08 nH 25.5 pF 3.44Ä

†4000 µm 1.88 nH 2.65 nH 17.1 pF 3.38Ä
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Figure 4.15: DE and PAE for an amplifier with different transistor sizes.
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Table 4.8: Inputs for the fourth experiment: influence of different frequencies
of operation.

Simulation Conditions Variables

Supply voltage: 2 V Input frequency∈ [500 MHz, 1200MHz]
Output power: 0.5 W
Inductor quality factor: 40

Table 4.9: Resulting device values optimized for differentfrequencies of
operation.

Frequency M1 L1 L0 C0 RL

1200 MHz 12024 µm 3.15 nH 1.07 nH 30.2 pF 2.45Ä

1000 MHz 13225 µm 3.44 nH 1.42 nH 31.3 pF 2.80Ä

850 MHz 16000 µm 3.82 nH 1.44 nH 48.2 pF 2.79Ä

700 MHz 20274 µm 4.02 nH 1.74 nH 58.8 pF 2.76Ä

500 MHz 22274 µm 4.83 nH 2.92 nH 59.6 pF 3.65Ä
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Figure 4.16: Variation of the DE and PAE with varying operation frequency.
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Figure 4.17: Circuit schematic of the differential two stage class E power
amplifier. Appropriate parasitics are included for better representation of the
losses. Measured efficiency should thus be similar to the optimized value
obtained here.

4.5.5 Two Stage Amplifier

Of course, more complex and more functional circuits can also be optimized and stud-
ied. As an example, the circuit of Fig.4.17 is optimized for highest drain efficiency
in a 0.35 µm CMOS technology process to meet class E operationunder the following
conditions:

• supply voltage: 2 V

• input frequency: 850 MHz

• input power: 10 dBm

• output power: 1 W

After including all relevant device parasitics to the netlist to better represent the silicon
implementation, the circuit is optimized.

The resulting drain efficiency, including the effect of the inductor parasitics, optimized
by the PAMPER tool is 63 % (power added efficiency is 62 %). Here, the optimized
result will be close to the measured one because the performance-limiting parasitics
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Table 4.10: Constraint template.
Block Constraint / objective Value

Power Supply Dissipation minimize
Inductor current (RMS, MAX) < 500 mA
VDS at turn-on < 2.0 V

Driver Stage VDS at turn-on > 0.0 V
VDS at turn-off < VT H

VDS at turn-on < 0.1 V
Output Stage Output Power = 1 W

VDS in the last half period > -0.2 V
VDS slope at turn-on < 9e9 V/s

(from the transistor, pad, etc.) are taken into account. Besides the inductors, all other
parasitics are modeled from the layout using SPICE subcircuits where the model values
are calculated by the tool during sizing. The advantage is that the sizing is completely
automatic. Simulation results of the optimized circuit areshown in Fig.4.18. Both
the (optimized) drain efficiency and the power added efficiency as a function of the
input power are plotted in Fig.4.19. Finally, Fig.4.20illustrates how the results of the
optimization algorithm evolve by plotting the minimum costversus the number of it-
erations. It can be clearly seen that functional circuits (complying with all constraints)
are found after about 2000 iterations (resulting in a large cost decrease). This corre-
sponds to one hour of optimization time on a multi-user, single processor (Intel XEON
2.4 GHz) PC. Although one of the stop criteria (minimum cost variation threshold) is
met, the optimization process is deliberately continued (for a total optimization time of
more than three hours) to verify the optimality of the obtained solution which did not
further improve.

The constraint (and objective) template that has been used for this experiment is illus-
trated in Table4.10. This information is based on the designer’s knowledge and reflects
realistic operation conditions. When the constraints for the driver stage are omitted, the
amplifier has a 5 % higher efficiency (i.e., a drain efficiency of 68 %). The automated
tool methodology allows to quickly evaluate these kinds of new trials before invest-
ing precious time in a more in-depth analysis. The impact of constraints like these is
hard to derive theoretically and could not have been found bya manually handcrafted
design. Both circuits sizes are given in Table4.11. Attention has to be drawn to the
relatively small value for the driver stage transistor width when no constraints are used
for this stage. Although the simulation waveforms have the expected class E behavior,
it is found that the amplifier works on the edge of stability. Any slight variation in the
circuit sizes lead to a nonfunctional amplifier. As such, themaximum value of 68 %
for the DE is to be seen as the maximum possible value.
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Table 4.11: Optimized circuit sizes for the circuit in Fig.4.17for the situation
where the constraints are applied to both stages or only to the output stage.

Constraint M2 L2 M1 L1 L M CM

both stages 2136 µm 1.40 nH 10139 µm 1.76 nH 3.93 nH 8.45 pF
output only 260 µm 2.10 nH 8978 µm 2.20 nH 3.90 nH 8.60 pF
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Figure 4.18: Simulated waveforms of the optimized class E power ampli-
fier: drain current and drain voltage of the output transistor obtained with
a sinewave with a 1 V peak voltage (+10 dBm input power). Due tothe
switching nature of the amplifier, sharper edges on the current waveform
are obtained for a higher peak voltage which when on-chip canbe obtained
without the need to be matched to a 50Ä resistor. And thus saving in the RF
input power. Nevertheless, the transistor/switch currentwill never be similar
to Fig.4.6(b)due to the reason that the output stage is not driven by a perfect
square wave.
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Figure 4.19: Drain efficiency and power added efficiency of the optimized
circuit as a function of the input power.
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Figure 4.20: Minimum cost evolution during optimization. The optimization
is forced to continue after meeting one of the stop criteria.

4.5.6 Comparison with Previous Approaches

In previous approaches the designer is limited by (1) a fixed topology and (2) the im-
possibility to include parasitics [Cha01]. Parasitics are taken into account in [Gup01]
and [Cho02]. Although [Gup01] included inductor parasitics in the design, they are
limited to square inductors. Also, the equations describing the inductor are inflexi-
ble to include more complex inductor layouts (octagonal, hexagonal, etc.) or models
such as the ones given in [Nik98, Cao03]. In [Cho02], the possibility to also simulate
bonding wire inductors is added.

In the PAMPER tool described here, new and more complex circuit topologies can be
easily simulated and, at the same time, new SPICE device models can be included.
These models can describe more complex geometries or a more accurate representa-
tion over frequency. For the specific case of power amplifiers, the current flowing
through the circuit branches is high and thus it is of vital importance to include the
maximum allowed current density. Process variations are also addressed by generating
different models for each corner. To the authors knowledge,the proposed software tool
is the first to tackle all these problems (including electromigration constraints) simul-
taneously during sizing [Ram04].

4.5.7 Final Remarks

Other models than the ones that are used in4.4.2.4can equally well be used by sim-
ply providing the equivalent netlist as input. An equivalent model for the transistor as
shown in Fig.4.11, where the transistor is replaced by a simple resistor and the most
important parasitic capacitances further reduces the optimization time from one hour
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to less than 15 minutes. The model values for the selected (user-defined) transistor
model are calculated by combining layout information (the transistor size and geom-
etry) with information from the foundry (the model file). Theinformation from the
layout, such as transistor folding, enables to accurately map the major parasitic capac-
itances and its resistance. Although the transistor model is only accurate within 5 %
of the real transistor (in transient simulations), the sameoptimal efficiency is found for
the synthesized PA.

4.6 Conclusion

Methods to optimized the class E power amplifier have been presented. The state-space
description has been shown to be a simple and quick way to optimize the solution.
However, the difficulty resides in the fact that it lacks flexibility. Moreover, adding
parasitics or modeling some non-linear devices strongly increases the simulation time.

To overcome the above limitation a parasitic-aware power amplifier design optimiza-
tion tool has been presented. The modular software architecture that is developed to this
end seamlessly integrates a highly efficient (genetic) optimization program, an analog
circuit sizing tool and a device profiler. By rendering theselast two modules parasitic-
aware, an accurate RF design optimization tool is obtained.One of the device profilers
(namely the coil profiler) makes use of an external program (ASITIC/FastHenry). The
profiler can also be configured to interact with other tools for extracting this kind of
information.

The PAMPER tool has been used to gain insight on the generalized class E power ampli-
fier. The influence of different design variables is given. Itis seen that in order to have
high efficiency, inductors with a high quality factor and transistors with small input ca-
pacitance are a must. In a last example, the PAMPER tool has been used to optimize the
drain efficiency of a class E power amplifier for mobile communications including all
the performance-limiting parasitics of active and passivecomponents. The complete
sizings are obtained in less than one hour CPU time. The totaloptimization time is
further reduced from one hour to less than 15 minutes by including a simple transistor
model.

The methodology is not specific for switched type amplifiers.Linear amplifiers can be
optimized and thermal aspects and stability of the transistors or ACPR can be consid-
ered by a proper user defined constraint template. Although designed for RF power
amplifiers, PAMPER is general enough to be useful for other applications where para-
sitics must be taken into account.

The next chapter presents techniques to increase the supplyvoltage in commercial
CMOS technologies beyond the maximum stated by the foundry.Technological and
circuit solutions are given alongside the advantages and drawbacks of such an ap-
proach. Applicability to the design of class E power amplifiers is then discussed.



Chapter 5

High-Voltage Operation

5.1 Introduction

In the previous chapter, the basic class E amplifier topologyhas been extensively opti-
mized with the inclusion of basic parasitics to better represent final circuit implemen-
tation. In the different aspects of the design it has always been assumed that the switch
characteristics are fixed, i.e., without considering the possibility of different active de-
vices, such as the Lateral DMOS (LDMOS). This chapter as suchcomplements the
previous study in this respect.

More advanced CMOS technologies have the advantage of smaller geometries and
distances which reflects in lower parasitics. Most of these characteristics hold true for
the majority of the circuits. However, for power driving circuits, each new technology
means that the same output power which is dictated by the standards, has to be achieved
with an ever decreasing supply voltage. This poses difficulties, as it implies that an
increasing current must flow in metallic conductors that have now smaller sections.
Higher current also means that every small resistance has anincreased importance in
terms of power dissipation.

With the above in mind, this chapter will explore possibilities to increase the supply
voltage beyond the stated maximum supply voltage of standard CMOS low-voltage
technologies. The advantage is that this relatively high voltage is readily available as it
is already present in todays 3.6 V batteries of mobile devices.

The outline of this chapter is as follows.

In Section5.2 several alternatives the designer can use to design high-voltage circuits
are briefly considered. Circuit and technological solutions are given and their advan-
tages and disadvantages are discussed.

In Section5.3 a LDMOS that can be seamlessly integrated on standard CMOS tech-
nologies is presented. Device isolation techniques on commercial CMOS processes are
briefly discussed. Common characteristics of two of the mostcommon isolation tech-
niques are then used to design a compatible transistor for both. The chapter ends with
suggestions on how to improve the breakdown voltage while atthe same time decrease
the input capacitance.

Experimental results are then presented in Section5.4. Transistors following foundry
design rules, the LDMOS described in the previous chapter and other high-voltage
transistors are tested their characteristics compared. DCmeasurements with different

87



88 5.2 HIGH-VOLTAGE SOLUTIONS IN CMOS

geometries are included to support conclusions on their effect while AC measurements
are given to show its applicability to the RF range of currentmobile operated standards.

Based on measured results from the previous section, Section 5.5addresses the advan-
tages of using high voltage for applications like RF class E power amplifier, either by
reverting to an older CMOS technology or using a custom made LDMOS device. The
conclusion is that power driving circuits do not necessarily gain from going to tech-
nologies with smaller geometries. More advanced technologies offer reduced input
capacitance and on-resistance but have the drawback of reduced breakdown voltage
and higher electromigration restrictions.

Finally, in Section5.6a general overview of the presented work is given and some final
conclusions are drawn.

5.2 High-Voltage Solutions in CMOS

Low breakdown voltage in CMOS results from the high field nearthe drain region
edge which is enhanced by the high doping concentration at the surface. A variety of
solutions already exist that allow the designer to increasethe supply voltage without
causing circuit malfunction or device destruction. They can be divided in two cate-
gories:

• Circuit breakthroughs, where the goal is to correctly define the operating point
such as the voltage of one transistor terminal to another, does not reach a critical
value. The objective here is to equally stress the transistor without impairing its
reliability.

• Customized silicon technologies. Although more expensive to manufacture it is
possible to have breakdown voltages high enough to be usefulfor the applica-
tions in question.

5.2.1 Circuit Breakthroughs

5.2.1.1 Cascode

The easiest possibility is to simply use the cascode stage (Fig. 5.1(a)). An example
of this applied to a class E RF power amplifier can be found in [Yoo01]. The main
disadvantage is that now the voltage swing on the gate-drainof the cascode transistor
is larger than the common-source transistor. To make them equal, dynamic biasing of
the drain voltage of the cascode transistor is necessary.

5.2.1.2 Self-Biased Cascode

As proposed by Sowlati [Sow03], the biasing is now implemented usingRb−Cb with
the increased advantage of not requiring any extra bond pad (Fig. 5.1(b)).

For class E, the positive voltage swing around the supply voltage is larger than the
negative swing. In this case the circuit from Fig.5.1(c)is more convenient, whereM1
and M2 have the same voltage swing at the gate-drain. Thus, the hot-carrier effect
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Figure 5.1: Various cascode configurations: (a) Conventional, (b) self-biased
and (c) bootstrapped.

is relaxed. As a result, the amplifier works under maximum output power without
showing performance degradation.

5.2.1.3 Non Zero Drain Voltage at Turn-On

The last example does not require any change in the circuit [Por93]. Instead, it properly
selects another condition for operation. The amplifier electrical diagram is thus equal
to the ideal class E amplifier in Fig.4.3.

In contrast to [Sok75] that requires both the voltage across the transistor and the slope
of the drain voltage to be zero to achieve high efficiency (5.2(a)), the amplifier is now
designed so that the switch transition from the off to the on state has a substantial
voltage step (Fig.5.2(b)).

If sized as described, for the same output power it is possible to decrease the maximum
switch voltage. Another advantage is that it has the effect of lowering the average
current through the switch, thus lowering conduction losses for the same conduction
angle. Experimental results in [Por93] have shown that the introduction of the voltage
step improves efficiency.

A verification of the above claims can be done with the tool that is described in sub-
section4.4.2. Two circuits (Fig.4.12) are optimized for maximum DE, the only dif-
ference between them being that in the optimization constraint template, the transistor
drain voltage in one does not have to be zero at turn-on. The other remaining two class
E conditions must be met. As such, only the differences of nothaving zero voltage in
the drain are seen. Because the optimization procedure is not deterministic, for assur-
ance of the results, multiple simulations are done and the trends in the results collected.
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Figure 5.2: Voltage and current waveforms at the switch. (a)As commonly
designed [Sok75, Raa78b] and (b) with non zero voltage at turn-on [Por93].

Also, for broadening the possible conclusions, inductors with different parasitics per
unit length and different supply voltages are simulated. The conclusions are now given:

• The maximum drain voltage decreases up to a maximum of 25 % from the pre-
vious peak voltage.

• The drain efficiency can be 3 to 6 % better

This simple procedure does not alter the circuit schematic of the class E power ampli-
fiers. Nevertheless it provides advantages, such as an increase in the drain efficiency
while reducing the stress on the active device due to a lower drain voltage. It is worth-
while to stress that the above improvements are a function ofcircuit parasitics. In gen-
eral, the lower the inductor quality factor, the greater theimprovements, i.e., the drain
efficiency increases and the reduction in the drain voltage will be more significant for
inductors having higher losses per unit length.

5.2.2 Customized Silicon Technologies

5.2.2.1 Lightly Doped Drain: LDD

Lightly Doped Drain (LDD) [Tsi99], common amongst current CMOS technologies,
is designed to lower the maximum electric field by having partof the depletion re-
gion inside the drain. This drain engineering method is commonly used to minimize
hot-carrier effects of submicrometer devices and is achieved by reducing the doping
gradient at the gate edge. This in turn lowers the electric field in the neighborhood of
the drain. A two step process, where first a light to moderate implant forms the LDD
region that is followed by a heavy implant after the spacer formation for making drain
and source junctions and poly-doping for decreased sheet resistance (Fig.5.3).



5.2.2 Customized Silicon Technologies 91

Gate Length

Channel Length

Depth

TO X

Source Drain

Source/Drain
Extension
(LDD)

Figure 5.3: Device with lightly doped drain implant (LDD,n) surrounded by
a high-doped region (n+) to implement the source and drain region.

Unfortunately, a lightly doped drain is also a lightly dopedsource. This extra resistance
increases the channel resistance and also degrades the maximum frequency at which
a circuit can operate. The latter is especially important for circuits designed for high
speed. One possibility to minimize this effect and as such, to maximize current drive
capability is to use an asymmetrical LDD. Yet, in a recent study [Che99], these devices
show a shorter hot-carrier lifetime at a fixed supply voltagebut with a higherIdsat.
Nevertheless, working at lower supply voltages, circuits with these transistors have an
improved circuit speed and power consumption without sacrificing reliability [Che99].
Consequently, they are an affordable solution for increasing circuit performance.

5.2.2.2 Thick Oxide

The usage of a thicker oxide can be a method to increase the supply voltage without
causing transistor disruption. The new device can be seen asa device from a previous
generation implemented in an advanced technology. By having dual oxide transistors,
the I/O circuits can use the higher voltage to connect to the outside world while high
speed and low power can be obtained with the use of a lower supply voltage.

An example of such a device is given in Fig.5.4. A similar structure to Fig.5.3, it has
a higher breakdown voltage but has nevertheless a lower cut-off frequency (fT ). For
a switching type power amplifier operating in current mobileapplications, the latter is
usually not a limiting factor since the transistor works like a switch and does not have
to provide current gain. On the other hand, the input capacitance has a larger value
which will increase the total power necessary to drive the transistor.

5.2.2.3 Reduced Surface Field: RESURF

Invented by Appels and Vaes [App79] in 1979, it can be applied in different layers
to equally distribute the applied voltage laterally acrossthe silicon surface in the drift
region of the device. The purpose is to move the breakdown from the surface to the
substrate by depleting the layer where the breakdown is to occur. Symmetrical electric
field distribution at surface occurs when the doping (Nepi) and the thickness (depi)
follow: Nepi.depi = 1012 at/cm2.
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Figure 5.4: In dual gate oxide technology, for applicationswhere a high
breakdown voltage is desired, transistors featuring a thick oxide are used,
whereas the other devices are used for low-voltage operation.
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Figure 5.5: Cross section of the high-voltage transistor with the poly acting
as field plate [Par87].

5.2.2.4 Fully Customized Technology: EZ-HV ™

Taking the previous approach to its limit, extremely high voltages are possible [Phi99].
The possibility to fully control the number of layers, its doping and its thickness can
drive the specifications beyond what is commonly expected.

It is a clever way to solve the problem of hot-electrons. Witha thick layer of sili-
con, electrons can be accelerated to a point where they have enough energy to cause
avalanche breakdown. A better way is to simply create a device where electrons can-
not move far enough to acquire the necessary energy to generate current by impact
ionization [Phi99]. In addition, latch-up immunity is a consequence of the oxide iso-
lation used between devices on the chip. Breakdown values exceeding 600 V with an
on-resistance of 7.6Ä/mm2 have been measured [Phi99].

5.2.2.5 Lateral Double-Diffused MOSFET: LDMOS

Perhaps the most common way to increase the breakdown voltage in current technolo-
gies, is to implement an LDMOS transistor [Par87, Bal98, Cas04]. The polysilicon
overlaps the drift region, acting as a field plate to reduce the electric field near the gate
edge [Gro67, Par87], thereby increasing the breakdown voltage (Fig.5.5). If chang-
ing the process flow is an option, or the use of more complex andmore expensive
technologies is an option, a few other possibilities exist [Ehw01, Bak02].
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Figure 5.6: Electrons with high kinetic energy upon reaching the drain lattice
can generate substrate current or destroy the thin oxide. They are the cause of
severe reliability problems in semiconductor devices. Theinclusion of LDD
implants can reduce electrons speed and minimize their effect.

5.2.3 Reliability Concerns

To maintain performance over time, reliability challengesmust be addressed [Tsi99,
Gro01, Moe04]. Although the most common failure mechanisms are not of concern to
the designer if foundry design rules are followed, it is nevertheless of interest to know
how some of these mechanisms influence and indeed limit the designer’s freedom.

5.2.3.1 Time Dependent Dielectric Breakdown: TDDB

The time (TDDB) is the time needed to break an oxide stressed with a high electric
field. The oxide is stressed as a result of the high voltage between the gate and the
channel underneath. Some of its characteristics are: (a) ithas a strong dependence
on temperature (exponentially), (b) strongly depends on the area (linearly), (c) on the
duty-cycle, (d) on the applied voltage and (e) it is a statistic process.

5.2.3.2 Hot-Carrier Injection: HCI

As a result of the high electric field between the source and drain, the carriers are
accelerated towards the drain until they become ballistic.When reaching the drain, they
periodically destroy the drain high doped region. The inclusion of the LDD partially
solves this issue. Furthermore, if the gate terminal has a high voltage value, the carriers
can be deflected and literally thrown towards the thin oxide.In this case three things
can happen: (a) if they have enough energy, oxide penetrations can happen. As a
consequence variations inVT H can occur. Moreover, this can happen slowly over days,
weeks or even months, depending on the energy; (b) if they have sufficiently high
energy, the oxide can be immediately and permanently destroyed, or (c) they can be
deflected to the substrate and cause considerable substratecurrents. More information
on hot-carrier degradation can be found in [Gro01, Moe04].

In Fig. 5.6a schematic representation of the hot-electrons effect is presented. Methods
to provide adequate reliability in this regard include the control of the doping dose
and profile of the drain and source under the gate edges and gate sidewalls. This is
commonly done with an LDD implant.
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5.2.3.3 Electromigration

With integrated circuits becoming progressively more complex, requiring more current
and at the same time being manufactured in technologies withsmaller features, means
that metal electromigration is becoming an increasing formof circuit malfunction.

Electromigration is an effect caused by a large number of electrons colliding with metal
ions, causing them to gradually drift with the electric current. Thermal energy produces
scattering by causing atoms to vibrate. This is the source ofresistance of metals. Semi-
conductors do not suffer from electromigration unless theyare so heavily doped that
they exhibit metallic conduction.

The increase of the temperature or an increase in local current density can decrease the
useful lifetime of a circuit. The latter has an exponential relationship to temperature.
Some of the causes can include: (a) an increased interconnection resistance, (b) a short-
circuit with neighboring metal or (c) creating an open-circuit.

5.2.3.4 Junction Breakdown

Junction breakdown is a nondestructive effect as long as no large current flows in the
junction and overheats it. By adhering to foundry design rules this phenomenon can be
disregarded.

5.2.4 Short Channel Effects

In general short channel effects are not destructive but mainly alter transistor charac-
teristics over time. A good source of information is the bookby Tsividis [Tsi99].

Common technologies suffer mainly from:

• Drain Induced Barrier Lowering (DIBL)

• Punchthrough

• Subthreshold Current

• Hot-Carrier

5.2.4.1 Drain Induced Barrier Lowering: DIBL

For devices with long channel lengths, depletion of the channel is solely achieved by
the gate. But in a short channel transistor, drain and sourcevoltage also influence
this depletion. The consequence is that less gate voltage isnow required to create
a low resistivity path for the electron flow, hence decreasing the barrier for electron
injection into the channel (Fig.5.7). Furthermore, this channel barrier is reduced when
the drain voltage increases (Fig.5.7). This effect is known as Drain Induced Barrier
Lowering (DIBL).

This dependence on the drain voltage is one of the problems inCMOS scaling. There
are implications in the carriers’ velocity and also in the efficiency of carriers injection
from the source to the channel. This effect can be reduced by reducing the size of the
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Figure 5.7: Effect of DIBL on threshold voltage.
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(a) Surface Punchthrough.
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(b) Bulk Punchthrough.

Figure 5.8: Punchthrough occurs when the depletion region from the drain
reach the source side and reduces the barrier for electron injection. It can
either occur at the surface (a) or within the bulk (b).

depletion region for a given voltage which can be achieved byproper control of the
doping in the channel. A retrograde doping profile is a relatively simple solution where
the increase in the doping has the effect of decreasing the size of the depletion region.

5.2.4.2 Punchthrough

Punchthrough occurs in CMOS transistors when at high drain-source voltage, the drain
space charge region expands over the channel width and comesin contact with the
source depletion region. This can occur either at the surface (Fig. 5.8(a)) or within
the bulk (Fig.5.8(a)). In this situation a large current can flow causing device failure.
In short channel devices the maximum allowed drain voltage is usually determined by
punchthrough. Again, the reduction of the depletion regions can be obtained by means
of a retrograde doping profile in the channel that selectively increases the vertical dop-
ing which decreases the depletion region, consequently decreasing the voltage at which
punchthrough would occur.

5.2.4.3 Subthreshold and Leakage Current

Even with a gate-source voltage equal to 0 V, uncontrolled current still flows in the
transistor. It can either be leakage if due to current flowingacross reverse-biased junc-
tions or subthreshold current when in the transistor a very small current flows forVGS

lower thanVT H .
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The parasitic-diode leakage current shows strong dependence on the type and quality
of the process as well as temperature, whereas the subthreshold current has the charac-
teristic that it does not scale with process technology. Thepresence of leakage current
and subthreshold current detracts from the ideal switch model, causing static power
dissipation.

More information can be obtained from the subthreshold current. The slope of the
transistor current in the subthreshold region is a measure of how good a device turns
off. A value of 100 mV/dec is a good value for the subthresholdslope. The minimum
value of 60 mV/dec is usually accepted and CMOS technologiesusually have a value
around 80 mV/dec.

5.3 STI/LOCOS Compatible LDMOS Structure in Standard
CMOS

The possibility of achieving high breakdown voltages on current advanced CMOS pro-
cesses has increased importance as the maximum operating supply voltage decreases.
They are important for I/O circuits [Ann00] where the operating voltage is not reduced,
for handling the high programming voltage for an Electrically Erasable Programmable
Read Only Memory (EEPROM) in a CMOS technology [tE97] and for RF LDMOS
transistors to be used in integrated power amplifiers for mobile communications. Fur-
thermore, in current technologies the preferred method fordevice isolation is to use a
silicon trench around the transistor, to the effect that it is no longer possible to form a
channel under the gate. Consequently, CMOS compatible high-voltage transistors us-
ing extended drain and designed for Local Oxidation of Silicon (LOCOS) technologies
[Par87] cannot be integrated with Shallow Trench Isolation (STI).

This section starts by giving an overview of the two most common methods of device
isolation in CMOS. Afterwards, a novel high-voltage transistor structure compatible
with STI and LOCOS is described. This device, which can be implemented in a stan-
dard CMOS process, is capable of handling high voltages without destruction. And
finally, a new structure which features lower input capacitance is proposed based on
simulation results.

5.3.1 Device Isolation Techniques

The main advantages of integrated circuits over discreet components result from the
compaction provided by current technologies that allow multiple devices to lie in the
same substrate. As a consequence, interaction from one device with another is possible
which in turns change device characteristics. This can either be in the form of parasitic
conduction from one device to another or latch-up. The latter occurs in CMOS, when
under certain bias conditions a thyristor like device is formed between a transistor and
substrate contact junctions. This may cause the circuit to malfunction or self-destruct.
Device isolation is used to avoid or ease these effects.

The main characteristics of two of the most widely used device isolation methods are
briefly summarized below: LOCOS and STI.
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(a) In LOCOS isolation, thick oxide is used so
that wiring above it cannot easily invert the chan-
nel underneath. For the same reason, thep+
doping implant is used to increase the threshold
voltage of the parasitic transistor.
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(b) A trench is etched into the semiconductor
substrate and filled with oxide. Electrical isola-
tion is achieved by such a trench within adjacent
devices.

Figure 5.9: LOCOS vs. STI comparison.

5.3.1.1 Local Oxidation of Silicon: LOCOS

Local Oxidation of Silicon (LOCOS) is the main method of isolation used in tech-
nologies of 0.35 µm and above. As a result of its simplicity a low cost is possible.
However, a disadvantage resides in the lateral oxidation ofthe silicon during the thick
oxide growth, making the edge of the field oxide resemble the shape of a bird’s beak
(Fig. 5.9(a)). Other drawbacks include field implant encroachment and a non-planar
surface, creating depth of focus problems during subsequent lithographic patterning of
the polysilicon layer.

With decreasing feature size the requirements on allowed isolation area become strin-
gent and LOCOS consume large amounts of silicon space because oxidation expands
the isolation region laterally in proportion to its depth (Fig. 5.9(a)), thus becoming a
critical problem at 0.35 µm design geometries. To achieve a better dimensional control
and packing density, a new method is used that allows more functionality and speed
per unit area.

5.3.1.2 Shallow Trench Isolation: STI

From a processing point of view, STI (Fig.5.9(b)) is more complicated. Nevertheless,
when compared to LOCOS, a STI structure relatively reduces lateral encroachment,
offers better trench depth and width control, low junction capacitance, and greater
packing density. Furthermore, STI is also more adequate to prevent punchthrough
and latch-up. These characteristics have made STI the preferred isolation scheme for
CMOS technologies at or below the 0.25 µm technology design node and has virtually
replaced LOCOS as the method for isolating active areas in semiconductor devices.

The process can be seen as etching a trench in the silicon substrate that is later filled
with a thick oxide. The next step consists of planarization,using Chemical Mechanical
Planarization (CMP). In this way, near zero field encroachment is possible. Moreover,
the sidewalls are now nearly vertical, this angle being limited by the technological limit
of the oxide capability used in the trench. Different foundries provide different, al-



98 5.4 EXPERIMENTAL RESULTS

though similar structures to the one presented in Fig.5.9(b). The trench depth depends
on the etch time. As such, circuits with higher latch-up immunity and better junction
characteristics can be obtained with a deeper trench. Nevertheless, the maximum depth
is limited by the trench fill capability of the oxide used. It is important to note that STI
structures strongly depend on CMP. In fact, they could not bemanufactured without it
and are an object of research.

As a consequence of isolation trench width being defined by the lithography step, STI
can be scaled with each technology generation. However, STIstress has impact on the
junction characteristics: diode junction leakage and junction capacitance. This effect
also influences MOS electrical characteristics. Nevertheless, it is possible to include
these effects in standard compact models without a considerable effort.

5.3.2 High-Voltage Device Structure

STI means that the new transistor has to be completely planar. Furthermore, the lack
of thick oxide means that the field plate technique [Gro67, Par87] cannot be used to
reduce the electric field intensity near the gate edge. A cross section of the proposed
LDMOS structure is shown in Fig.5.10. The entire region between the drain and source
terminal has to be defined as an active area, otherwise an oxide trench is created within
the drift region. This is in contrast to the procedure in [Par87]. Then+ implant on the
right side of the self-aligned gate is a result that is necessary to dope the gate in order
to reduce its resistance. The drain is taken apart to decrease the electric field within the
thin oxide connecting to the gate terminal. Finally, the poly over then-well is used to
create a low doping drift region by blocking then+ implant over all then-wells.

The device uses a few different methods to achieve a higher working voltage. To de-
crease the electric field near the gate edge on the high dopingdrain side, a low doping
layer is used. In addition this layer also serves the purposeof decreasing the speed with
which the electrons reach the drain lattice. One advantage is that the drift region is not
contaminated by the thick oxide growth [Kim99]. Also, the drift region can now be
made smaller. Both characteristics lead to a lower on-resistance than in [Par87].

5.3.2.1 Improving Breakdown Voltage

Extending then-well towards the source junction decreases the speed of theelectrons
reaching the high doped region at the gate’s right side (Fig.5.11). When comparing
with the device presented previously, the new transistor has two advantages: increase
of the breakdown voltage and reduction of the on-resistance. Another factor is that now
current can flow in the device in the saturation/strong inversion region almost up to the
breakdown voltage (Fig.5.20(a)).

5.4 Experimental Results

Some of the principles for increasing the supply voltage have been discussed. Their
implication in transistor reliability have been addressedalongside its advantages and
disadvantages. Based on this, a LDMOS transistor is studied, layed-out and manufac-
tured in a commercial 0.35 µm CMOS technology without changeto the process flow.
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Figure 5.10: Cross sectional representation of the STI/LOCOS compatible
high-voltage structure in standard CMOS, LDMOSM5 03.
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Figure 5.11: Starting with the structure from Fig.5.10, an improvement in
the breakdown voltage and a reduction in the on-resistance is obtained by
extending then-well towards the source junction. This creates the above
MA 01 transistors.

Its characterization is now presented. Firstly, the characterization is done at DC. The
on-resistance and the breakdown voltage is in this way extracted. Afterwards, an AC
characterization is done for extraction of the device capacitances. With this, a simple
transistor model suitable for SPICE simulation is built.

Different variations in the design of each transistor are introduced for assertion during
measurements. Also, each die included different structures that serve the purpose of
technology characterization. Moreover, this makes possible to compare the device
given in Section5.3with the foundry transistors.

5.4.1 DC Experimental Results

High-voltage n-channel MOSFET (NMOS) transistors with different channel and drift
lengths are fabricated in a standard 0.35 µm CMOS technology. To avoid the edge
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effects of high-voltage breakdown transistors are layed-out with a circular geometry.
Its effectiveness, however, will later be commented on based upon measurement results
from different dies (but within the same wafer) and different manufacturing runs.

As much of the information concerning doping levels, dopingprofiles and thicknesses
for this technology are considered a secret, the study is done using typical values freely
available on the Internet. Typical technology parameters are then simulated using the
Medici™ device simulator. The simulations are used to explore possible solutions, all
dependent on the real parameters for this technology, whichare unknown. Measure-
ments on the manufactured device are used for certification of device functionality.

Different solutions have been investigated. Fig.5.13(b)shows the die containing nine
large families of test devices with each one of them containing a different arrangement
of the masks to control the electric field and the doping. Eachone of the families is
later subdivided horizontally and vertically. Now, only two layers are changed. As a
consequence, during measurements it is possible to have device characteristics close to
its optimum value. The complete list of the text structures are included. Each device
will as such be referred to asMα β , whereα is the family (1 until 9) andβ is its sub-
division within each family (01 until 25). The floor-plan of the test chip from run723
is shown in Fig5.13(a). Each of the nine rectangles represents each one of the fami-
lies whereas the zoomed part represents one family with eachone of the 25 individual
transistors. A microphotograph is shown in Fig.5.13(b).

• Family 1 is used for technology characterization. It includes the foundry tran-
sistorsM1 01,06,11,16,21 (Fig. 5.3), circular shaped transistors (M1 02,07,12,17,22),
square shaped transistors (M1 03,08,13,18,23) and n-well implants layed-out in
multi-side polygons with and withoutMETAL 1 acting as field plate. All tran-
sistors within the same row have a different gate length.

• Family 2 and 3. As in the conventional LDMOS in Fig.5.5, a n-well is used
as a lightly doped drift region for the high-voltage NMOS. A different n-well to
channel overlap is used for each family.

• Family 4 to 9 contain different approaches that have been tried to achieve a higher
breakdown voltage than the foundry transistor, while beingable to be fully com-
patible with STI and LOCOS technologies. The best results are obtained when
using a low doping layer to decrease the electric field near the gate edge on the
high doping drain side and at the same time to decrease the speed of the electrons
reaching the drain lattice (Fig.5.10).

As another run within a reduced time frame was available (Fig. 5.14), it was decided
to use another test chip in order to further fine-tune the results already measured. This
also allows to compare the measurements from run to run and not only from different
dies from the same wafer and run. As much of the test structurestudy is already
attained, only a minimum of variations in the design structures are made. The floor-
plan of run815 is shown in Fig.5.14(a)and the chip microphotograph is presented in
Fig. 5.14(b). The test chip is also organized similarly to run723 where each of the
rectangles representing one of the seven families, is divided into 25 unique devices.
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• Family 1, 5 and 3 are used for comparison with the previous run. Measured
results have not shown significant variations from run to run.

• Family A and C, intended for comparison with family 5 include slight variations
in the n-well implant to channel overlap. Measured results have shown an on-
resistance reduction and breakdown voltage increase with the structure depicted
in Fig. 5.11.

• Family B and D, likewise, are included for gaining further insight to family 2
and 3. These new devices have a differentn-well to channel overlap.

Once the device has been chosen based upon its DC operation, anew test chip is de-
signed. Now the objective is to measure the RF performance. To minimize parasitics
influence during measurement, the new transistor has a totalgate width of 5.6 mm.

• LDMOS2 transistor is built upon 180MA 01 parallel transistors (Fig.5.15).

The measurement setup used to characterize the transistorsperformance is described.

5.4.1.1 Measurement Setup

The complete measurement setup used to evaluate the DC performance of the transistor
is presented in Fig.5.12. Each die is glued to a thick film ceramic substrate for chip
manipulation easiness. All four terminals (including substrate) are connected to indi-
vidual source-monitor unit plug-ins (SMU) for full characterization. Each one of the
SMU is connected to each one of the transistors in the die by means of a thin analytical
probe needle.

Each one of the transistors is measured under the following conditions:

• The minimum and maximum gate-source voltage is -0.5 and 3 V,respectively.

• The drain-source voltage is swept from 0 V until 3 V or to transistor breakdown.

• Both the source and the bulk terminals are grounded.

For eachVGS, the drain voltage is swept from its minimum to its maximum. As such,
it is possible that during this procedure the transistor is destroyed due to the high speed
electrons reaching the drain, although the gate-source voltage is still within the manu-
facturer safety region. Another reason for destruction is the high voltage between the
gate and the drain (Fig.5.16(e)). In general, one phenomenon can induce others, the
latter being the cause of the destruction. Therefore, it is difficult to identify the exact
cause of malfunction as it can be the result of a simultaneoussequence of destruc-
tive events. Long term reliability degradation is not studied and is an important issue
[Gro01]. The reduced number of devices available from the foundry are not enough to
obtain results that are supported by the statistical analyses of the measurements.

The transistor is said to be in breakdown if the measured drain current is above 1 µA.
For the measurement of a source or drain junction, the same value of 1 µA is used.
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(b) Arrangement to measure transistor on-
resistance.

Figure 5.12: Schematic diagram of the experimental arrangement used for
DC characterization.

From a measurement perspective, non-destructive transistor malfunction can be due to
punchthrough or junction breakdown. For minimum transistor length, punchthrough is
usually the cause for breakdown.

The DC experimental results obtained with the fabricated test circuits are now given.

5.4.1.2 Foundry Transistors

Transistors following foundry design rules are measured for characterization purposed
and for effective measurement of the improvements with the new structures. In total,
five different devices are layed-out having a gate width of 15µm. DeviceM1 01 (also
referred to as Low Voltage MOS (LVMOS)) has the minimum gate length possible in
the technology: 0.35 µm. This length is duplicated for each of the other devices until a
total gate length of 5.6 µm is reached for transistorM1 21. TransistorsM1 01,06,11,16,21
are constituents of the foundry devices.

The output, input and breakdown characteristic for one of these devices are shown in
Fig.5.16(a), 5.16(b)and5.16(c). The subthreshold characteristic is given in Fig.5.16(d).
An analysis shows that the channel current is effectively controlled by the gate. This
is the result of the small shift between both curves and the flattening only for values
lower thanVT H . The low leakage current even for high drain voltages is an indication
that the deviceM1 01 is far from punchthrough.

The breakdown voltage is situated around 9 V which is close tothe junction breakdown
voltage part of the transistor. Note that deviceM1 01, from die to die has a measured
breakdown voltage within the range of 6 and 9 V. This characteristic is not observed
with any of the other devices, suggesting that it is specific for the minimum gate length
transistor.
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(a) Floor-plan of the test chip. (b) Microphotograph.

Figure 5.13: Designed test chip from run723 including nine large groups
subdivided in 25 individual elements. Each of the 225 individual devices is
numbered betweenM1 01–M9 25.

If we now increase the gate voltage while not limiting the drain voltage to 3 V as is done
in Fig. 5.16(a), the device can be tested on the Hot Carrier Injection (HCI) reliability.

• TransistorM1 01 is destroyed as soon as current flows in the channel. Although
theVGS is smaller than theVT H , the highVG D is the reason for its destruction.
To better support this claim, a new measurement is done in another sample, but
now withVGS=3 V. As show in Fig.5.16(e), the transistor stops to work properly
with a drain-source voltage of approximately 6 V but normal operation can be
recovered once this voltage is again decreased. The measurement instrument
limits the maximum current that can flow in the drain and thus avoids destruction
due to overheating. Fig.5.16(e)shows that the device works properly at least
twice.

• TransistorsM1 06,11 are destroyed when drain-source voltage, withVGS < VT H ,
reaches 9 V.

• TransistorsM1 16,21 are measured to be always operational. They cease to op-
erate due to breakdown of source-bulk junction. Nevertheless, if the junction is
allowed to breakdown, they are useful until 13 V whenVGS ≈ VT H .

In general, no variations between values measured from one run to another run are
observed, suggesting that the process used has indeed reacha stable point.

Comparison with the SPICE Model from the Foundry

Comparison will be carried out only for deviceM1 01 (LVMOS). The results from the
foundry’s BSIM3 model superimposed on experimental results are given in Fig.5.17.
The measured results have a high resemblance to the simulated waveforms. This is
especially true for the case of Fig.5.17(a)and 5.17(b). The leakage current looks
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(a) Run815 floor-plan. (b) Microphotograph.

Figure 5.14: Test chip designed in run815. It includes threefamilies equal to
run723 included for run to run comparison:M1 xx, M5 xx andM3 xx. Also
included are four new groups including 100 unique transistors numbered be-
tweenMA 01–MD 25.

like a shifted waveform (Fig.5.17(c)). Again, this effect is once more seen in the
subthreshold wave-shape which is accurate only for values aboveVT H (Fig. 5.17(d)).
A reason to justify the previous observations is the 4 years old model file. During the
production time of a technology, as the process stabilizes,it is expected that the final
parameters will drift. As such, these variations are somehow expected. This model
is today not only inappropriate for high performance analogcircuits but also for the
digital designer, where an accurate value of the leakage current is a prerequisite. But
sometimes the limitation is imposed by the mathematical model describing transistor
operation. In this case, the BSIM3 model does not include theeffect of breakdown as
seen in Fig.5.17(e). Once more, this is not of designers’ concern as most of the designs
are intended to be at 3.6 V and below.

Figure 5.15: Microphotograph from run876. Transistor LDMOS2 is com-
posed of 180MA 01 parallel transistor. Its large size (5.6 mm) minimizes the
effect of parasitics during AC characterization.
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(a) Measured current-voltage characteristics of
transistorM1 01 with -0.5 V< VGS <3.0 V.

−0.5 0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

−3

Vgs(V)

Id
s(

A
)

(b) Input characteristic measured for drain-
source voltage within 0.3 V< VDS <0.6 V.
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(c) Measured transistor current for the off-state
(VGS =0 V).
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(d) Measured subthreshold characteristics show-
ing the expected behavior.
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(e) Two consecutive measurements from the same transistor in another sample withVGS=3 V. The
drain current is limited to avoid destruction due to overheating.

Figure 5.16: Set of DC measurements for transistorM1 01.
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Table 5.1: Comparison between measured and simulated on-resistance for
transistors withW=15 µm operating withVGS=3 V andVDS=0.1 V.

M1 01 M1 06 M1 11 M1 16 M1 21
L=0.35 µm L=0.7 µm L=1.4 µm L=2.8 µm L=5.6 µm

run723 146Ä 214Ä 363Ä 644Ä 1207Ä

run815 145Ä 216Ä 373Ä 662Ä 1234Ä

SPICE 122Ä 199Ä 346Ä 637Ä 1220Ä

In Table5.1, a comparison between measured values for the on-resistance for different
runs and SPICE is presented for all types of foundry transistors tested. While the error
between runs is kept below 3 % for all cases, the model has an error for small length
transistors. This error can be as high as 18 %. One conclusionthat can be drawn from
the results, is that the error between measurements and the SPICE model decreases with
an increasing transistor length. Nevertheless, for high-speed applications minimum
transistors sizes are often used. As such, deviations from simulation can occur if the
designer strongly relies on an accurate value of the on-resistance value.

5.4.1.3 Multi-Side Polygon Junctions and Transistors.

The maximum breakdown possible achieved with this technology without using any
new art is in then-well to substrate junction. An average value of 30 V is measured.
With the METAL1 field plate voltage between±15 V, it is possible to change this value
by ±1 V. This low control is the result of the considerable distance between the first
metalization layer and then-well, and as such only an ineffective operation as field
plate is achieved. The other important junction is the source or drain implant. This
junction is operational until it has 10 V at its terminals.

Square and circular transistors with the same gate length than the foundry transistors
are measured for comparison and to allow conclusions on the geometry influence in the
breakdown voltage. With the same purpose, circular, square, triangular and multi-side
polygon are layed-out. The breakdown voltage that is measured for the transistors does
not greatly differ from those that are measured for the foundry transistor (LVMOS).
Nevertheless, the variation in the breakdown voltage that is measured (between 6 and
9 V), is not observed. This suggests that the variation mightbe due to the geometry.

From all measurements, results do not support the assertionthat edges must be avoided
to achieve a higher breakdown voltage. The same implant but with different layout
does not appear to break first if it has sharp edges. These are valid for the technology
studied and might not be necessarily true for technologies where a higher breakdown
voltage is desirable, or in other words, that the edge induced breakdown is weak in
this 0.35 µm CMOS technology. The above conclusions are based on multiple samples
from the same run only.
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(a) Measured and simulated output characteristic
with -0.5 V< VGS <3.0 V.
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(b) Drain current as a function of gate-source
voltage with 0.3 V< VDS <0.6 V.
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(c) Off current as given by measurement and
simulation withVGS =0 V.
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(d) Subthreshold characteristics.
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(e) Comparison between measurements and simulations in the breakdown region whenVGS=3 V.

Figure 5.17: Comparison between measured and simulated waveforms for
transistorM1 01.
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5.4.1.4 LDMOS M2 02

The high-voltage NMOS transistor from Fig.5.5 is designed in a standard 0.35 µm
technology. Current-voltage characteristics are shown inFig. 5.18. The high break-
down voltage measured (27 V) is close to the breakdown voltage of then-well implant.
Referring to Fig.5.18(a)and5.18(b), the observed behavior is most likely due to the
drain series resistance inn-well to channel interface resistance as a result of the im-
proper blocking ofp+ channel stop implant. On the contrary, the threshold voltage
is close to the value for the foundry transistor. As seen in Fig. 5.18(d), the channel
current is in effect controlled by the gate terminal, with result that the flattening only
happens for gate voltages lower than the threshold voltage.This device exhibits the
highest measured breakdown voltage (Fig.5.18(c)with a value of 27 V. A summary of
its performance is given in Table5.2. The two semicolon separated values represent
the gate length and the oxide thickness over the thin and thick oxide.

5.4.1.5 LDMOS M5 03

The device is designed and manufactured in a standard 0.35 µmtechnology without
any change in the process flow or with any layer not available to all designers. A sum-
mary of the measured electrical parameters is given in Table5.2. A duplication in the
breakdown voltage has been measured for the LDMOSM5 03 (Fig. 5.10) in compari-
son with the typical transistor (LVMOS). The measured current-voltage characteristics
are presented in Fig.5.19(a)and Fig.5.19(b). Referring to the subthreshold curves
in Fig. 5.19(d), the small shift between both curves and the flattening only for values
lower than theVT H is evidence that the channel current is effectively controlled by the
gate. Also, no significant leakage current up to breakdown ismeasured (Fig.5.19(c)),
an indication that the LDMOSM5 03 is far from punchthrough. Even with this un-
common structure, measurement results from run to run have shown good agreement,
further supporting that this process has stabilized.

5.4.1.6 LDMOS MA 01

The output, input and breakdown characteristics for one of these devices are shown in
Fig.5.20(a), 5.20(b)and5.20(c). The subthreshold characteristic is given in Fig.5.20(d).
An analysis shows that the channel current is effectively controlled by the gate. This
is the result of the small shift of both curves and the flattening only for values lower
thanVT H . The low leakage current even for high drain voltages is an indication that
the deviceMA 01 is far from punchthrough. Table5.2 lists a summary of its character-
istics from where it is possible to see that this device simultaneously achieves a higher
breakdown voltage while featuring a lower on-resistance than deviceM5 03.

5.4.1.7 LDMOS2

Using a commercial 0.35 µm CMOS technology, the proposed device is designed, man-
ufactured and tested. In Table5.2 the main electrical parameters are summarized. The
output characteristic is shown in Fig.5.21. Measurements, reproducible from sample
to sample within the same run, are done without external cooling. As a consequence,
in Fig. 5.21a self-heating phenomenon is visible. Power dissipation per unit area is
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(a) Measured current-voltage characteristics
of LDMOS transistor M2 02 with -0.5 V<

VGS <3.0 V. The transistor current appears not
to saturate. This resulted from the improper
blocking of the field implant in the drift region.
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source voltage within 0.5 V< VDS <2.5 V.
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(c) Measured transistor current for the off-state
(VGS =0 V).
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(d) Measured subthreshold characteristics.

Figure 5.18: Set of DC measurements for transistorM2 02 .
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(a) Measured current-voltage characteristics
of LDMOS transistor M5 03 with -0.5 V<

VGS <3.0 V.
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(b) Input characteristic measured for drain-
source voltage within 0.2 V< VDS <1.0 V.
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(c) Measured transistor breakdown characteristic
(VGS =0 V).
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(d) Measured subthreshold characteristics.

Figure 5.19: Set of DC measurements for transistorM5 03.
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(a) Output characteristic of the transistorMA 01
with -0.5 V< VGS <3.0 V. Current can flow in
the device almost up to the breakdown voltage.

−0.5 0 0.5 1 1.5 2 2.5 3
0

1

2

3

4

5

6

7

8
x 10

−3

Vgs(V)

Id
s(

A
)

(b) Input characteristic measured for drain-
source voltage within 0.2 V< VDS <1.0 V.
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(c) Breakdown characteristics of transistor
MA 01 (VGS =0 V).
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ing no significant leakage current. De-
vice MA 01 has a subthreshold slope of
100 mV/dec@Vds=12 V.

Figure 5.20: Set of DC measurements for transistorMA 01.
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Figure 5.21: LDMOS2 output characteristics with gate voltage from 0 V
to 1.6 V. This device is made of 180MA 01 unity transistors giving a total
length of 5.6 mm. As a result of the high power dissipation in the device,
self-heating phenomenon is observed in the saturation region.

Table 5.2: Measured Electrical Parameters of Various Devices
Parameter Unit LVMOS M2 02 M5 03 MA 01

W µm 15 24 27.5 29.7
L DRI FT µm — 1.75 0.35 0.35
LG AT E µm 0.35 0.7; 1.4 1.4 1.4
TO X nm 7.4 7.4; 380 7.4 7.4
VB R V 7.5 27 14 14.7
RO N Ä/mm 2.2 19.4 5 4.8

greater than in the most advanced microprocessors. The transistor named LDMOS2 is
composed of 180 parallelMA 01 devices.

5.4.2 AC Experimental Results

The device from Fig.5.15is specifically designed to ease RF measurements. For this
reason, the transistor has a total gate width of 5.6 mm, largeenough to minimize para-
sitic influence.

5.4.2.1 Measurement Setup

The transistor is attached to a ceramic substrate by means ofa non-conductive glue.
Some characteristics of the used aluminum oxide ceramic substrate are given in Ta-
ble 5.3. For board parasitic de-embedding, several structures areincluded. As shown
in Fig. 5.22, they are:

• Line1-4, theThru and theShortare used for parasitic de-embed. Furthermore,
coplanar linesLine3andLine4allow the characterization of the substrate propa-
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Figure 5.22: Photograph of the dies on a ceramic substrate used for device
characterization.

gation characteristics.

• In Meas1, also open-ground connected, the transistor is mounted for proper
measurement by an RF probe with ground-signal-ground (GSG)configuration
(Fig. 5.23(b)).

• For the bonding wire de-embedding, structureMeas2is used (Fig.5.23(c)). A
similar arrangement toMeas1with bonding wires having similar sizes but where
the on-die ground plane short-circuits both. By subtracting the ground plane
effect, the bonding wire model is obtained.

The completed measurement setup used to characterize the performance of the transis-
tor LDMOS2 is presented in Fig.5.23(a). A Cascade Microtech 9000 analytical probe
station is used along with Picoprobe 40A GSG 800 µum pitch probes and Picoprobe
calibration substrate CS-10 for instrument calibration. The active device performance
is measured by use of a vector network analyzer (Agilent 8510C). The RF probes are
placed near the end of the coplanar lines which are connectedto the circuit via the
bonding wires.

Since the bare device had to be mounted in a test fixture and connected by means of
bonding wires in order to do the measurements (Fig.5.22), special care has been taken
to include all the parasitics presented in these measurements in the final model. The
resultant model is the one indicated in Fig.5.26. Additionally to the typical intrinsic
and extrinsic elements of a MOS device, the silicon substrate losses have also been
included in this model to get a higher accuracy.

5.4.2.2 LDMOS2: Measurements and Characterization of the D evice

The procedure followed to extract the extrinsic and intrinsic elements of the device
consisted of a first calculation of each of these component values and then a gradient
optimization process in order to tune the values such that the s simulated output fitted
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(a) Schematic diagram of the experimental arrangement used forAC measurements.

(b) Section of the arrangement for measurement of chip mounted onthe substrate for device character-
ization.

(c) Diagram of the experimental arrangement used for bonding wire de-embedding.

Figure 5.23: Setup used in the AC measurements of the transistor LDMOS2.
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Table 5.3: Aluminum oxide (Al2O3) ceramic substrate properties.
Parameter Unit Value

Purity % 99.6
Thickness µm 600
Dielectric Strength kV/mm >14
Dielectric Constant (at 1 MHz) ≈ 9.8ε0

Loss Tangent (at 1 MHz) tanδ 0.0001
Volume Resistivity (at 20◦C) Ä.cm > 1014

Top Aluminum Cladding µm 8± 0.5
Bottom Aluminum Cladding µm ≈ 10

Figure 5.24: Smith chart representation of measured (◦, ¤, and×) and mod-
eled (–)s parameters of the LDMOS device atVDS=0 V andVGS=0 V. Values
measured over a range of frequencies from 0.1 to 5 GHz.

with thes measured data. This procedure succeeds as far as a good estimation of the
initial values is done. The initial estimation of most of theextrinsic values are done
at VDS=0 V andVGS=0 V, which usually is known as the cold-fet method [Lov94].
Although there are more precise and accurate methods to extract the extrinsic val-
ues [Ves02], the described procedure has shown to be sufficient for thispurpose. The
model with the extracted values shows a good fitting with the measured data over a
range of frequencies from 0.1 to 5 GHz (Fig.5.24), which is enough to calculate the
cut-off frequency (fT ), the maximum oscillation frequency (fmax) of this device and
for extracting the intrinsic components values as well.
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5.4.2.3 Estimation of the Initial Values of the Components

A valid model tuned by optimization can be obtained as far as agood estimation of
the initial values of the extrinsic element values is obtained, i.e., bonding wires, pad
connections and drain, gate, and source parasitics. For theestimation of the bonding
wire values, the typical values of 1 nH/mm and 0.125Ä/mm are used. The initial
values for the pad capacitances are calculated theoretically.

In order to estimate the initial values of the drain, gate andsource parasitics (resistance
and inductance) a simplification of the complete model had tobe done atVDS=0 V
andVGS=0 V. Basically, this simplification involves neglecting the pad parasitics and
the silicon substrate losses since their impedances valuesare smaller compared to the
intrinsic values of the device. Then a simpler model can be obtained as indicated in
Fig. 5.25.

By applying the traditional cold-fet method, [Lov94] initial values of the resistance
elements can be obtained (for instance bonding wire and ground plane resistance in
Fig. 5.26), then subtracting the values of the bonding wire resistance (know from the
previous step), initial values for the drain, gate and source parasitic resistance part can
be obtained. To estimate the initial values of the inductance part, a first estimation of
the device intrinsic capacitance should be done first. This is done by considering that
at low frequencies the reactance values of the capacitancesare much larger than the
inductance reactance values. Hence the inductance can be neglected initially, and a
first approach of these capacitance values can be obtained atlower frequencies. Then,
the values for the inductances are estimated by subtractingthe capacitance reactance
from the total reactance at high frequencies, taking into account the initial values of
the bonding wires inductances. Initial values for the substrate losses are obtained from
previous reported values [Fra88].

Once all these initial values are obtained, an optimizationprocess with a gradient
method is applied to tune the model component values in such away that the model
simulation output fits the actual device measurements. As can be seen in Fig.5.24, a
good fitting is obtained from 0.1 GHz to 5 GHz. These tuned values are used to extract
the intrinsic values of the device at different bias conditions.

5.4.2.4 Determination of the cut-off Frequency and the Maxi mum Oscil-
lation Frequency

To obtain thefT from the scattering parameters of the device, these parameters values
are first de-embedded using the extracted model and then a transformation from scat-
tering (s) to hybrid (h) parameters is made. As can be seen in Fig.5.27, the typical
characteristic of 20 dB/dec slope is shown inh21.

To determine thefmax, several criteria are available. In order to apply the figures of
merit unilateral gain (U ) or maximum transducer power gain (GTUmax) the device has
to be unilateral, which is not the case for this device over the frequencies of interest.
This narrows the criteria to the Maximum Available Gain (MAG) or Maximum Stable
Gain (MSG), but it is determined that this device is conditionally stable over the fre-
quency range of interest, so the only criterion applicable is the maximum stable gain.
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Figure 5.25: Simplified transistor model used to estimate initial values for
the indicated components.

Based on this criterion thefmax could be determined (Fig.5.28).

Two values are obtained, one given by the zero-dB cross and the other one by the
extrapolated value from the 10 dB/dec MSG slope line. It is worth noting that among
all the criteria for calculatingfmax, the MSG is the one giving the highest values;
therefore this value could be overestimated when it is calculated in this way.

The remaining figures present the different small signal capacitances. For the off-state,
the capacitancesCgs andCgd are given in Fig.5.29whereas Fig.5.30presents them
for the on-state. The non-linear capacitance between the drain and the bulk is given in
Fig. 5.31. These results are summarized in Table5.4. For comparison of the LDMOS2
with the minimum length transistor, simulated values are given in Table5.5.

5.4.2.5 Other Measurements

At frequencies where the lumped model no longer applies, theuse of transmission
lines in the form of coplanar waveguides or microstrips is a generalized method for
transmitting a signal. In this case it is of interest to know the losses the signal suffers
when passing through one of these structures. For such lineson the ceramic substrate
described in Table5.3m the insertion loss (S21) is:

• microstrip: 0.102 dB.cm.GHz

• coplanar waveguide: 0.0148 dB.cm.GHz

ForLine4with 45 mm this represents a total loss of 1 dB at 15 GHz while a microstrip
with the same length would have 1 dB loss at 2.2 GHz.

The thin film process also makes available the use of vias between the top and bottom
aluminum layers. A comparison between simulation and measurements show that the
vias have the expected behavior. This is confirmed for frequencies below 5 GHz. Nev-
ertheless, the manufacturing process does not always produce a good quality via. In
this case a number of vias in parallel are necessary to compensate the defective ones.
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Figure 5.26: Transistor equivalent model including both the intrinsic and
extrinsic elements. Substrate parasitics are included to increase accuracy of
the fitting parameters to the measurements.

5.4.2.6 RF Transistor Model for Class E Power Amplifier

In a class E power amplifier, the active device does not simultaneously have current
and voltage. Therefore, modeling requirements are simply reduced to the on- (triode)
and off-region. A simple yet accurate model for the application in question is shown
in Fig. 4.11, which includes a resistor and all its relevant capacitances with the values
given by Table5.2and5.4.

As show in Table5.1, the simulated on-resistance for transistorM1 01 has an error
of 18 % of the measured value. Concerning device accuracy influence in a circuit
implementation, simulations using both models are carriedout:

• BSIM3 model from the foundry

• TransistorM1 01 model from Fig.4.11with the capacitances and on-resistance
values given respectively by Table5.5and Table5.2

For the circuits given in Fig.4.3and4.17no significant difference is observed (Fig.5.32).
Although the transistorM1 01 model is only accurate within 5 % of the BSIM3 transis-
tor model (in transient simulation), the same optimal efficiency is found for the synthe-
sized PA. The conclusion here is twofold: or the class E poweramplifier is relatively
insensitive to variations in the transistor on-resistance, or the other elements in the
model somehow compensate the transistor on-resistance influence.
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Table 5.4: Measured capacitances per millimeter length.
Device Cgs (pF) Cgd (pF) Cdbo (pF)

OFF ON OFF ON

LDMOS2 1.61 4.30 0.54 2.92 0.66

Table 5.5: Simulated capacitances per millimeter length.
Device Cgs (fF) Cgd (fF) Cgb (fF) Cdbo (fF)

OFF ON OFF ON OFF ON

M1 01 192 802 192 764 377 76 1594
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Figure 5.27: Device cut-off frequency andfmax at VDS=3 V andVGS=1 V.
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Figure 5.28: fT (solid line) and fmax (dashed line) versus drain current for
three differentVDS. A maximum value of 3.5 GHz is measured for thefT .
The maximumfmax is measured to be 6.3 GHz.
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Figure 5.29:Cgs andCgd per millimeter length at 1 GHz withVGS=0.
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Figure 5.30:Cgs andCgd per millimeter length at 1 GHz withVDS=0.
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Figure 5.31:Cds per millimeter length at 1 GHz withVGS=0.
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Figure 5.32: Comparison between the SPICE BSIM3 model and the model
from Fig.4.11. Values for the capacitances and on-resistance are taken from
Table 5.2 and Table5.5. Because the substrate is short-circuited with the
source, the measuredCgs value includes theCgs andCgb.

5.4.3 Further Improvements

When designing a circuit, it is important to minimize the power consumption. As the
gate length is not at a minimum, the input capacitance will increase the power on the
previous driving stage. Using typical published parameters for a 0.35 µm process, the
device simulator Medici™ is used to investigate alternative designs. A solution ex-
ists but requires the use of an extra mask:n−. The new schematic diagram is given
in Fig. 5.33 [Ram03b]. A minimum length transistor is now possible with some ad-
vantages. First, the gate capacitance is smaller. Secondly, the manufacturer transistor
model can be used to model the channel region below the gate. Thirdly, the drain ex-
tension that is added requires minor modeling effort. For some simple applications it
might be enough to know the capacitance model and the switch-on resistance. Also, the
new device continues to use the poly asn+ implant blocking layer in the drift region.

Usually the breakdown first occurs near the surface [Gro67]. In this case the implant
depth for the new layern− can be made shallower as it only needs to avoid surface
breakdown. However, it can include the drain implantn+ if it is necessary to increase
the operating voltage above the high doping drain bottom breakdown voltage.

A simple manufacturing process can be used where the implantdose to create the
n-well is unaltered, but where the implant energy is lowered to reduce the penetration
depth. When both the implant energy and the implant dose can becontrolled, a higher
breakdown voltage or a lower on-resistance can be obtained.
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Figure 5.33: Cross section of improved LDMOS.

5.5 Design for High-Voltage: an Advantage?

In the previous sub-sections solutions to work at high voltages and reliability issues
and their impact on the performance of transistors have beendiscussed. Now, with the
measurement results, the other aspect to consider is how it influences the results of the
class E power amplifier.

In sub-section5.5.1 the effect of the switch-on resistance in the performance ofthe
class E amplifier is presented. In sub-section5.5.2 the impact of device scaling is
discussed. In particular, the effect of the reduced supply voltage with the consequent
increase in the circuit current is given. In sub-section5.5.3, the effect of the charac-
teristics of the LDMOS transistor presented in sub-section5.3.2is given, focusing in
particular on the effect of the total input capacitance.

5.5.1 Influence of the on-resistance in the DE and PAE

The measured on-resistance of the LDMOS in Fig.5.11 is approximately 2.2 times
greater than the foundry transistor. To see its influence in the class E performance a
similar study to the one in sub-section4.5.1is done. Note that the same circuit and the
same capacitors per unit length are used. This makes it easier to draw conclusions on
the real effect of an increase in the switch-on resistance. Nonetheless, the inclusion of
the correct capacitance values from Table5.5 is required for implementing the final
amplifier.

Optimization results are given in Fig.5.34. For easiness, the results for the case of
the LVMOS are given alongside. The maximum DE, shown in Fig.5.34(b), sees its
value decreased due to the increased resistance. The penalty is proportional to the
inductor quality factor (QL ) and ranges from 2 % to 8 %. The PAE also reveals a
similar behavior. In conclusion, it is not possible to achieve better performances with a
transistor if it has a higher switch-on resistance, as is thecase of an LDMOS and more
specifically, the one presented in Fig.5.34. The possibility of a better PAE, as show in
Fig. 5.34(c)exists if the driving stage makes use of a lower supply voltage.
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Table 5.6: Optimized circuit sizes for same conditions as inTable4.3 with
the exception that the switch-on resistance is 2.2 times greater.

QL VDD W L1 L0 C0 RL

3.9 V 4656 µm 37.4 nH 4.64 nH 20.6 pF 9.18Ä

∞ 3.0 V 6396 µm 14.5 nH 3.91 nH 16.8 pF 6.98Ä

4.2 V 5796 µm 16.38 nH 3.24 nH 77.0 pF 8.04Ä

40 4.0 V 6610 µm 18.22 nH 2.75 nH 82.1 pF 6.41Ä

3.0 V 10533 µm 7.19 nH 2.04 nH 59.1 pF 4.36Ä

4.7 V 6908 µm 5.65 nH 3.16 nH 40.6 pF 7.69Ä

7 4.0 V 9956 µm 4.30 nH 1.99 nH 79.9 pF 4.74Ä

3.0 V 15095 µm 2.13 nH 1.51 nH 61.5 pF 3.43Ä

Table 5.6 gives the final optimization results. Comparing them with Table 4.3, the
use of a higher supply voltage results in considerably smaller transistor lengths. The
main advantage is having a higher optimum output load. As resistive losses in the
matching network will always exist, more power will be available as they are now
a smaller fraction of the total resistance. As a result, the design of the amplifiers is
eased. Equally important is the reduction of the current that flows in the circuit.

5.5.2 Design on a More Advanced Technology

As seen in4.4.2.4, there are different sources of losses in a class E power amplifier.
For simplicity, only switch-on resistance is now considered. When scaling the transis-
tor sizes, new and more advanced CMOS technologies impose constraints in design,
namely, the maximum supply voltage that can be used. Assuming a scaling factork
and for a constant electric field strength, arises that maximum supply voltage must be
decreased. With scaling, transistor input capacitance (W L.CO X) is also linearly de-
creased with this factor. Moreover, scaling also reduces channel resistance which in
turns reduces losses for a fixed current. Nevertheless, for power driving circuits, as is
the case with a power amplifier, a fixed output power and a reduced supply voltage re-
quires that more current must flow in the circuit. With three variables to look at:VDD,
input capacitance and channel resistance, some considerations can be made.

• The power amplifier gains from going to more advanced technologies in terms of
DE and PAE. Although the results in Fig.5.34are for the case where the input ca-
pacitance per unit length is the same for both devices, all the other characteristics
can represent one technology and its scaled version. As such, the input capaci-
tance is higher than the value used to generated the PAE line.Consequently, the
input power increases and the PAE value will have its value decreased.

• Older technologies can sustain a higher supply voltage andare hence allowed to
have smaller transistor widths. However, the higher input capacitance per unit
length added to the fact of a higher on-resistance of the switch has the effect that
a similar input capacitance is reached. This further supports the inference in the
previous item that the DE and PAE is higher in more advanced technologies.
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(a) Drain Efficiency.
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(b) Power Added Efficiency withVDD in (4.25)
equal to the supply voltage.
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(c) Power Added Efficiency withVDD in (4.25)
equal to 2 V.

Figure 5.34: Drain Efficiency and Power Added Efficiency as a function
of supply voltage for different inductor quality factorQL . Transistor on-
resistance for the LDMOSMA 01 (◦) is 2.2 times greater than for the LVMOS
M1 01(+).
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• The effect of an increased current in the circuit for the case of the scaled tech-
nology cannot be overlooked. Because electromigration is proportional to the
current density, electromigration will increase by a factor of 1/k.

An immediate consequence of the last observation is that thedecision of going to more
advanced technologies or not in terms of amplifier efficiencyis limited by how seri-
ous the electromigration problem is and how limiting to the amplifier efficiency are the
losses in the interconnections and other passives as a result of the increased current.
This is a consequence of the reduction in the on-resistance and input capacitance pro-
vided by a scaled technology with the consequent increase inefficiency. Still, previous
technologies have a lower price tag which can in the same casemake one solution more
attractive as it produces a lower-cost final product.

5.5.3 Design with an LDMOS Transistor in the same Technology

The device in Fig.5.11 is designed with a class E power amplifier in mind. Without
changes in the process flow or any additional mask it is possible to duplicate the break-
down voltage of the 0.35 µm CMOS technology. Hence, a supply voltage of 4 V can be
used, resulting in a higher load resistanceRL and a narrower transistor. The gain in the
transistor size is not enough to compensate for the increasein the input capacitance per
unit width. Consequently, the power necessary to drive thisoutput stage will increase
slightly. Nevertheless, the current flowing in the circuit is significantly lower.

More complex technologies are required to lower the input capacitance and as such
profit from the advantages given by a higher supply voltage. Minimum process changes
in CMOS (sub-section5.4.3[Ram03b]) or the use of more advanced technologies [Ehw01]
do allow a reduction in the input capacitance. Furthermore,this has to be accompanied
by a reduction in the supply voltage of the driving state so that the PAE increases with
an increasing supply voltage (Fig.5.34(a)).

5.6 Conclusion

In this chapter, the design and measurement results of a lateral diffusion MOS high-
voltage devices that can be seamlessly integrated into commercial CMOS processes
without any additional mask have been presented. Because the LDMOS relies on com-
mon technological steps, integration with more advanced technologies using STI as
their preferred device isolation method is possible.

Designed in a 0.35 µm technology and using standard 7.4 nm gate oxide, the device
exhibits a blocking voltage of 14.7 V, nearly double those available in the technology.
It features aRO N of 4.8 Ä/mm. A maximum value of 3.5 GHz is measured for the
fT while the maximumfmax is measured to be 6.3 GHz. The application can range
from I/O circuits interfacing the outside world; handling the high programming voltage
in a CMOS compatible EEPROM; RF LDMOS transistors to be used in integrated
power amplifiers for mobile communications and where a change in the process flow
is unwanted. Based on device simulations, a new structure isshown. At an expense of
an extra mask it provides reduced input capacitance and higher breakdown voltage.
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Guidelines for minimizing some of the transistor issues as aresult of the high electric
fields have been outlined. They range from circuit design to technologic advances that
increase chip performance.

The correct selection of the technology should value the small input capacitance and
on-resistance offered by more advanced technologies as they provide higher Drain Ef-
ficiency (DE) and Power Added Efficiency (PAE). On the other hand, with an older
technology or with an LDMOS transistor, resistive losses inthe output network will
weigh less due to a higher equivalent output resistance as a results of the higher supply
voltage used. Furthermore, if a high output power level is required, the LDMOS or an
older technology might be the most appropriate as there is a limit to how much output
power can be obtained with an advanced low-voltage process.Some of the advantages
of a high power supply include: (a) lower current and lower losses in the interconnec-
tions, (b) transistors with smaller widths, and (c) the possibility to have a higher output
power.

The next chapter provides, in conjunction with this chapterand Chapter4, the specific
circuit level implementation of a class E power amplifier formobile communications.
A relatively detailed analysis and design of a 30 dBm class E power amplifier operating
at 850 MHz is presented.



Chapter 6

A 850-MHz, 30 dBm Class E Power Amplifier

6.1 Introduction

The necessity for low-power consumption for reasons of battery autonomy but also
for less stringent cooling strategies calls for higher efficiency circuits. For wireless
circuits, the power amplifier is responsible for a large slice of the total power budget.
As such, integration of this block in the full transceiver isseen as one solution to
decrease power consumption, by eliminating the need to match the output of the up-
converter to be matched to 50Ä resistor, and probably, by creating circuits where some
of the functionality is merged within the last stages beforethe antenna. In particular, it
is advantageous if they can be designed in standard CMOS technology.

The theoretical analysis of the class E power amplifier from Chapter4 needs to be ver-
ified in silicon. The design of such a circuit is presented in this chapter. The difficulty
in this case resides not only in the fact that other technologies have better RF character-
istics but also in the fine tuning of all circuit elements. This is the reason why there is a
lack of circuits with a Power Added Efficiency (PAE) above 50 %for circuits designed
in CMOS.

The design presented here is a class E power amplifier workingat 850 MHz with a
maximum PAE of 66 % implemented in a standard 0.35 µm CMOS technology.

Firstly, Section6.2 briefly delineates some of the characteristics of the GlobalSys-
tem for Mobile Communications (GSM) standard for mobile communications. In Sec-
tion 6.3 the design considerations to maximize circuit efficiency are described. This
is followed in Section6.4, by an explanation on how the circuit has been designed.
Next, in Section6.5 the main measurements are reported and a comparison of the de-
signed PA with existing state-of-art CMOS power amplifiers is presented. Finally, the
conclusion of this chapter is given in Section6.6.

6.2 Global System for Mobile Communications (GSM)

GSM is today the most popular standard for mobile phones in the world. The univer-
sality of the GSM has lead to the situation where a user from one network can use their
phone in an area where the phone provider does not have a network. This can either be
in a region or within different countries and is usually known by the term ”roaming” in
telecommunications.

127
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Although GSM has been evolving with time, it has retained backward compatibility
with the original GSM phones. This not only decreases the cost of operation but also
makes evolution easier. In total, GSM has had two phases of evolution. During Phase
1, the initial delivery of the standard was made available. Phase 2 added non-voice
services like the SMS and enriched functionality such as caller information.

GSM exist in four main versions from a total of 12 [3GPP], based on the band they use.
GSM-900 and GSM-1800 used in most of the world and GSM-850 andGSM-1900 in
the USA and Canada are the most common ones. Some of its technical characteristics
are now given.

6.2.1 Specifications

In its specification the GSM-850 uses two bands. One is used for the uplink at 824-
849 MHz (mobile station to base station) and the other at 869-894 MHz is used for the
downlink (base station to mobile station).

GSM is a radio network based on FDMA/TDMA technology. Each group of eight users
transmit through one channel (200 kHz), sharing transmission time (TDMA) with a
slow frequency hopping between channels. Each of the 25 MHz bands are subdivided
into 124 channels (FDMA), each one of them 200 kHz wide. At each side of the band,
a guard frequency of 100 kHz is used, with a 200 kHz spacing existing between each
carrier. The edge channels (1 and 124) are optional for the operator.

A Gaussian shift-key modulation is used which gives mobile devices a better battery
life because it encodes the data by varying the frequency andnot the amplitude. In
this way, an efficient nonlinear power amplifier can be used ata high output power
level without distorting the transmitted information. Thetradeoff is that this type of
modulation is also inefficient in terms of spectral efficiency which means that each
user consumes more bandwidth than what would be necessary with a more efficient
modulation scheme.

In Phase 1 there are five classes of mobile stations (MS) defined according to their
peak transmission power rated as given in Table6.1. Again, to conserve power (and
minimize co-channel interference) each device operates atthe lowest possible power
level that maintains an acceptable signal quality. As an example, a class 4 with a RF
power capability of 2 W transmits 250 mW on average if using a single time slot per
frame. Mobile devices that have experienced the biggest success and have an higher
market quota can emit up to 2 W. The desire for smaller and lighter battery operated
devices has pushed the value down to as low as 0.8 W [3GPP]. Output power level
can be dynamically adjusted in 2 dB steps from the peak power for the class down to a
minimum of 13 dBm (20 mW).

Phase 2, also known as E-GSM-900, added the capacity for additional channels in the
GSM-900 band by increasing the up-link and down-link bandwidth by 10 MHz which
boils down to 50 additional channels. The minimum power level transmitted by the
mobile station has also been decreased to 5 dBm (3 mW).

Smaller power levels have been also added for the base station (BS) to accommodate a
new feature. The GSM Cordless Telephony System (CTS) which allows subscribers to
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use their GSM mobile phones to send and receive calls over thefixed public network.

GSM signal transmissions, by being a TDMA signal, have the characteristic that they
are time limited. This requires the transmitted signal to have a strict control over time
and in frequency. In Fig.6.1 a power-time mask to be applied against the transmitter
signal is shown. The spectral mask due to Gaussian Minimum Shift Keying (GMSK)
modulation is presented in Fig.6.2. Compliance with both ensures minimal interfer-
ence with users in adjacent time slots and channels and must be strictly followed.

6.3 Design for Maximum Drain Efficiency

Maximum circuit efficiency is obtained when all power sources are minimized with
respect to the output power. In an integrated circuit this includes not only the supply
voltage but also the driving signal necessary to properly switch the amplifier. For a
discrete power amplifier, the RF input signal has to be brought off-chip and drive the
50 Ä on board. In a fully integrated solution, only the voltage swing is necessary and
less power is thus dissipated.

For the power levels intended in the current application, a 10 dBm input signal has
minimum influence in overall PAE at maximum output power. This simplifies the
design as the circuit can be designed to only minimize the power consumption from
the power supply. This and other optimization characteristics are now described.

6.3.1 Basic Architecture

The class E power amplifier, of which the implementation is described shortly, is a
differential two stage amplifier (Fig.4.17). The proposed solution is defined by:

• A nonlinear, high efficiency class E power amplifier well suited for the appli-
cation GSM-850 standard. This is because information is encoded only in fre-
quency variations and not in amplitude.

• In a differential architecture, substrate noise is reduced as current is discharged
to the substrate twice per cycle. This noise frequency is nowat twice the desired
signal frequency which can be considered to be a common-modesignal, to which
the differential architecture is more immune.

• A two stage amplifier is a compromise between a simple designwhile being
suitable for full integration as now the previous block in the transmitting path,
the VCO, sees the much smaller transistor from the driving stage.

• Although on-chip spiral inductors are desirable for circuit integrability, their low
quality factor limits the maximum attainable efficiency to about 40 % (Fig.4.13).

The next two sub-sections now describe the optimization procedure of the circuit with
the above characteristics. In sub-section6.3.2a final design exploration on the variation
of the drain-bulk capacitance per transistor unit width is investigated for the circuit in
Fig. 4.17. Finally, in sub-section6.3.3, the circuit optimization of the final differential



130 6.3 DESIGN FOR MAXIMUM DRAIN EFFICIENCY

Table 6.1: GSM Mobile Station Types.
Class Output Power

(W)

1 20
2 8
3 5
4 2
5 0.8

Power

(dBc)
 +1 dBc


-30 dBc


-6 dBc
-6 dBc


-30 dBc

-17 dBm
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Figure 6.1: Mask limits for the GSM burst as specified by the standard.
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Figure 6.2: Mobile station GSM spectral mask due to GSMK modulation. A
30 kHz measurement bandwidth is used for frequencies below 1800 kHz and
100 kHz otherwise. A higher attenuation is required for higher transmitted
power (Table6.1), resulting in the different horizontal lines.
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Figure 6.3: Source/Drain transistor junctions layout.

two stage power amplifier, including all relevant circuit and board parasitics to better
describe the circuit measurement performance, is given.

6.3.2 Two Stage Class E Power Amplifier Optimization

In a fully integrated solution, the necessary power to drivethe PA must be as low as
possible to maximize the PAE of the amplifier (4.25). According to (4.3), the smaller
the size of the input stage, the less power consumed by the previous stage in providing
the required signal drive. It is thus advantageous to size the full amplifier where the
tradeoff of a more (or less) efficient output stage is weighedagainst a less (or more)
efficient driving stage. Equally important is the need to consider the limitation imposed
on the transistor breakdown voltage which can result in somecases that a less efficient
solution must be used because it has a lower maximum drain voltage.

Anther variation that can be included in the basic circuit ofFig. 4.17, is the variation
of the parallel capacitorCdb value per unit width. This extra degree of freedom can be
exploited to further tune the design goals. The results for the case when this capacitance
has been doubled or halved are represented in Table6.2 by 2.0 and 0.5, respectively.
Although the drain-bulk capacitance has been considered here, this can also be an
additional linear metal-metal capacitor, which has the advantage of causing a lower
peak voltage across the transistor [Chu94], thus causing lower stress to the device.

In Table6.2, this reference (1.0), doubling (2.0) and halving (0.5) represent, respec-
tively:

• A transistor where the drain-bulk junction is not shared and is layed-out with a
minimum diffusion size (Fig.6.3(a)).
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Table 6.2: Efficiency for different transistor drain-bulk capacitance per unit
width for the circuit in Fig.4.17and 1 W output power.

Cdb(W2) Cdb(W1) DE VDS(max) W2 W1

1.0 1.0 68.0 % 7.95 V 260 µm 8978 µm
0.5 0.5 69.6 % 8.60 V 100 µm 12077 µm
0.5 2.0 65.3 % 7.05 V 491 µm 6826 µm
2.0 0.5 69.8 % 8.45 V 105 µm 13760 µm
2.0 2.0 65.8 % 6.90 V 696 µm 7413 µm

• As above, but now the drain-bulk junction is increased so that the transistor has
the double drain-bulk capacitance per unit width as before.

• The arrangement of (Fig.6.3(b)) where the drain-bulk capacitance is shared with
the same stripes of the same transistor and is layed-out withminimum diffusion
size.

From the results given in Table6.2 a few conclusions can be drawn. First, the higher
DE values are obtained for the lower values ofCdb in the output stage. The value for the
driving stage seems somehow to have a lower influence on the overall efficiency. Sec-
ondly, the required transistor size for the driving stage isconsiderably smaller than the
output stage. Although the results presented suggest values in the range of a few hun-
dred microns, further analysis reveals that the amplifier works as in sub-section4.5.5,
on the edge of stability. This occurs in spite of the simulation output revealing the
expected class E waveforms. As a consequence, the size of thetransistorW2 must in-
crease to have a functional amplifier. Therefore, Table6.2gives the best case estimation
for the DE. Thirdly, the width of the output transistor, as expected, is inversely propor-
tional to the capacitance per unit width (4.27). This is the consequence of a certain
output power requiring a specific shunt capacitance value. Once this capacitance per
unit width is decreased, the transistor size must be proportionally increased to com-
pensate for this reduction. And finally, the maximum drain-source in voltage in the
output stage (VDS(max)) is decreased for the cases where the unit length capacitance
is increased.

From the above, a few choices must be made prior to chip implementation.

• The higher efficiency is obtained with the largest size for the transistor in the
output stage, as a consequence requiring more silicon area.

• The lower stress in the output stage transistor occurs whenthe transistor drain-
bulk capacitance per unit width is increased, consequentlyincreasing the chip
area.

Although a higher efficiency is desirable, it comes at the expense of a higher drain-
source voltage. As such, the maximum supply voltage must decrease in order for the
circuit to operate in a safe region. The consequence is that the same output power level
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Table 6.3: Optimized circuit sizes for the circuit in Fig.6.4 considering all
circuit and ceramic substrate parasitics.

W2 L2 W1 L1 L M CM

PA-LVMOS1 1500 µm 4.17 nH 4750 µm 2.08 nH 5.34 nH 6.01 pF
PA-LVMOS2 2000 µm 2.43 nH 8000 µm 2.30 nH 4.87 nH 5.86 pF

must be obtained from a lower supply voltage, hence, with a higher current flowing in
the circuit. The stress on the transistor is considered to bea more critical design issue.
Accordingly, an implementation featuring a lower maximum drain-source voltage has
been selected to design the PA presented in this work.

6.3.3 Fully Parasitic-Aware Power Amplifier Optimization

In the previous sub-section a relatively accurate power amplifier has been studied. The
present section further expand this study by including the effect of the transmission
lines, inductor couplings, pads, on- and off-chip interconnections and capacitor par-
asitics. The schematic of a such circuit is presented in Fig.6.4. Unlike what has
been commonly used so far, the series tuned (L0-C0) is replaced by a more convenient
output L-matching (L M -CM ) network. The 50Ä output resistance (representing the
antenna) is in this way transformed to the previousRL value. Nevertheless, this nec-
essary change to make testing possible does not come withouta cost. Under the same
conditions, the change of filter topology decreases the maximum achievable efficiency
by about 4 %.

The schematic diagram of Fig.6.4accurately represents a possible test setup. The input
transmission lines are considered to be lossless and their effect mainly accounts for the
peak input voltage variation. The coupling between each of the parallel inductors is
extracted with FastHenry, a 3D inductance extraction program. The coupling factor is
iteratively changed in the SPICE simulation and the optimized value used again as the
input for FastHenry. The power supply trace in the ceramic substrate is also modeled.
Decoupling capacitors are then added to maximize the DE. Theparasitics of the SMD
capacitor used in the output low-pass matching filter is modeled as given in Fig.4.9.
Bonding wires and the output pads are modeled as shown in Fig.4.8 and Fig.4.10,
respectively.

The correct placement of capacitorCM along the output transmission line have shown
to be a manner to further tune the impedance seen by the outputtransistor. This effect
is represented by TD in Fig.6.4. An increase of about 2-3 % in the DE is possible by
placing the capacitor no further than a couple of millimeters apart from the bonding
wire end on top of the transmission line.

The final optimized values for circuit elements are given in Table6.3. Both the am-
plifiers PA-LVMOS1 and PA-LVMOS2 have the input transistor layout with GEO=1
(Fig. 6.3(b)) while the output transistor has GEO=0 (Fig.6.3(a)). The difference is that
the output capacitance per unit transistor width for the PA-LVMOS1 is double that of
the PA-LVMOS2 i.e., in Table6.2Cdb(W1) is equal to 2.0 and 1.0, respectively. Both
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Figure 6.4: Complete two stage fully differential class E PAcircuit schematic
including all parasitics. The performance-limiting parasitics are taken into
account during optimization: pad, inductor, discrete SMD capacitor and tran-
sistor. Bonding wires connecting to the ground are considered to be enough
in order not to limit the performance. To better describe thetesting environ-
ment, coupling between the inductors is included. Furthermore, the trans-
mission line delay (TD) betweenL M andCM is fine-tuned to maximize effi-
ciency. The die is indicated by a dashed line.

have an approximated DE of 66 %. The difference is that the PA-LVMOS1 has a higher
on-resistance. It has, nevertheless, a lower input capacitance which produces a lower
transistor for the driving stage, consequently reducing the power necessary to drive the
power amplifier.

In the next section the implementation of the power amplifierin silicon is presented.

6.4 Implementation of the Class E Power Amplifier

The layout of the final amplifier is mainly limited by the need to provide a good ground
connection at 850 MHz and having interconnections wide enough to avoid being af-
fected by electromigration. For a given current, the width of the metal interconnections
strongly depends on the temperature. Due to this exponential dependence, the less the
power that is dissipated due to a more efficient amplifier, themore compact it can be
made. For each stage in the amplifier, these and other layout limiting characteristics
are now given.
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6.4.1 Output Stage

Being the largest stage, special care has been taken to facilitate the large current flow.
Supply and output pad are surrounded by parallel smaller transistors, each one having
a total transistor width of 250 µm, which are added together until the total output tran-
sistor size is reached. In this way, the current flows from thecenter of the chip to the
periphery which forms a ring of pads connecting to the ground. This provides not only
a symmetrical layout but also an even thermal gradient distribution along the chip.

The basic building block transistor, having a width of 250 µm, is layed-out with ground
connection using only the bottom metal layer. Sufficient substrate contacts are placed
around each basic block so that any point in the fingered transistor is not further than
10 µm from one substrate contact. This is supposed to create agood and stable ground-
ing in terms of frequency and total current in the circuit. A total of 20 transistors, each
one having a width of 12.5 µm, compose the cell. Two things define this width: the
RC time constant of the transistor and the number of vias thatare necessary for the
total current in each block. In this case the number of vias are over-dimensioned for
certainty while the RC of the transistor is supposed to be much smaller than the period
of the 850 MHz carrier signal.

Connection from the transistor drain to the output and supply pad are layed-out using
the remaining four metal layers. All interconnections havetheir size decreased to the
minimum necessary.

6.4.2 Driver Stage

The smaller driver stage is also built using a transistor of 250 µm, but different unit cell.
The layout follows the same guidelines of the output stage and no further information
is thus required.

6.4.3 Interstage Interconnection

The signal enters the chip and travels from the driving stageto the output stage through
metal lines. These have been sized considering the current flow, resistance and in-
ductance. FastHenry is used to model each section of the interconnection that is later
simulated in SPICE. The goal is to minimize the resistance and inductance of the inter-
stage interconnection.

6.4.4 Chip Layout

The chip microphotograph is shown in Fig.6.5(b). From left to right, the driving stage
and output stage can be clearly distinguished. The hexagonal bondpad is used to bring
the signal into the chip; two other bondpads form the drain connections of the transistor,
and the last one in the central part is used to take the signal out. The top circuit is then
vertically mirrored, in this way forming a differential amplifier. With the exception of
the two circular RF input pads on the left, the periphery is used only for the 14 ground
connected bond pads.
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(a) Floor-plan of the amplifier. (b) Microphotograph.

Figure 6.5: The RF signal enters the chip on the left side through the hexag-
onal pad that connects directly to the driver stage. The amplified signal is
further amplified in the output stage before leaving the chipvia the RFOUT
pad. The final fully differential amplifier is constructed bya mirror and copy
operation. All the remaining pads are used for connecting tothe ground.

6.5 Experimental Evaluation

In sub-section4.4.2a methodology for optimally designing power amplifiers for max-
imum efficiency has been presented. Different simulations are then given to show its
usefulness. In this chapter more simulations are given. This section presents the mea-
surement results of one power amplifier designed with PAMPER following the proposed
methodology being a validation of the tool described in sub-section4.4.2. The fully
differential two stage class E power amplifier has been produced in a standard 0.35µm
CMOS technology. The experiments are now presented. The outline of this section is
as follows.

In sub-section6.5.1the measurement setup used to characterize the amplifier perfor-
mance is given.

The measurement of the designed power amplifier is probably the most difficult task
in the overall design frame. The correct design of the ceramic substrate, the quality of
the ground plane and the reduction of all parasitics has proved to be a time-consuming
task. Afterwards, measuring has been a pleasant and an enriching experience. The
measurement results are presented in sub-section6.5.2.

Finally, in sub-section6.5.3, the performance of the implemented amplifier is compared
to the performance of other recently published power amplifiers. The conclusions of
this section are then drawn.
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6.5.1 Measurement Setup

The measurement setup used to characterize the class E poweramplifier is presented in
Fig.6.6(a). A photo of the die attached to the ceramic substrate with thebonding wires,
filter capacitor (CM ) and decoupling capacitors is shown in Fig.6.6(b). The substrate is
inside a copper-beryllium box to shield the circuit from external interference sources.
The bare die is directly glued to the substrate by means of a conductive epoxy. All
inductors are implemented using 25 µm in diameter aluminum bonding wires.

Decoupling capacitors are used to give a stable power supplyvoltage. A high number
of vias are used to provide a low-inductive path from the top ground cladding metal
layer to the full bottom grounding plane. Each individual metal section parasitic is
modeled with FastHenry. Determination of their influence isverified with SPICE. All
SMD components, transmission lines, ground quality and output L-matching networks
are then measured with a Vector Network Analyzer (RS ZVM) to verify all the assump-
tions.

The input of the PA is on the right side of the board. A commercial power splitter (Mini-
Circuits ZAPDJ-2, 1-2GHz 2 Way-180° Power Splitter/Combiner) is used to provide
the necessary differential input signal coming from the Vector Signal Generator (RS
SMIQ 06B). On board, 50Ä transmission lines, terminated on a 50Ä resistor provide
the necessary input signal for the operation of the power amplifier. The output of the PA
exits from the right side in Fig.6.6(b)through a DC blocker. The differential signal is
then transformed into single ended signal via Power Combiner (HP 11667B). A Power
Meter (RS NRVS) with a Power Sensor (RS NRV-Z32) is the used tomeasure the
power. Spectrum diagrams are obtained with the help of a Signal Analyzer (RS FSIQ
26). Compensation of the losses in the coaxial cables and power splitter/combiner is
done to obtain the final values. The measurement results obtained with the described
setup are now given.

6.5.2 Measurement Results

6.5.2.1 PA-LVMOS2

The following measurement results have been obtained without external cooling for the
designed 0.35 µm CMOS power amplifier. Circuit losses in the power splitter/combiner
and coaxial cables are calibrated. As such, only the losses inside the copper-beryllium
box are considered for the final circuit efficiency. The powersignal of the signal gen-
erator,PI N ,RF is equal to +11 dBm.

Fig.6.7presents the output spectrum of the converter for one sinewave input signal with
855 MHz. The spectral purity is close to the quality of the signal from the generator
itself.

In Fig. 6.8, the output power DE and PAE as a function of the supply voltage is shown.
As expected, the dependence of the output power level is approximately proportional
to V2

DD. For an output level above 158 mW, orVDD > 1 V , the PAE is always greater
than 60 %, reaching a maximum of 66 % (DE=67 %) when the supply voltage is equal
to 2.0 V. A maximum output power level equal to 955 mW (29.8 dBm) is measured
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(a) The signal coming from the Vector Signal Generator (top left) is divided in two opposite phase
signals by the power splitter. This signal reaches the amplifier driving stage inside the copper-beryllium
box (center). The differential output signal is then added by a power combiner and measured on a Power
Meter (bottom right) with the help of a power sensor. The Signal Analyzer is represented on the top
right and is used to obtain the different spectrum graphics.

(b) Copper-Beryllium box photograph of the die mounted on a ceramic sub-
strate.

Figure 6.6: Setup used in the measurements of the PA-LVMOS2 power am-
plifier.
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at 2.26 V. Above a supply voltage of 2 V, nondestructive junction breakdown starts to
occur due to impact ionization currents and the PAE decreases because a current larger
than predicted by common device models flows. This phenomenon can be alleviated
by using a linear capacitor which decreases the maximum drain voltage for the same
output power [Chu94], and replacing the output stage transistor junction to have a
shared drain junction (Fig.6.3(b)). The linear capacitor can be implemented using
lateral flux which also saves area [Apa02] in comparison with more traditional metal-
metal capacitors.

Fig. 6.9 shows measurements versus frequency done with a 2 V supply voltage. Two
peaks in efficiency are clearly seen. At 810 MHz and 850 MHz a maximum output
power level in excess of 720 mW is measured. The PAE of at least59 % is maintained
over the frequency range from 780 MHz to 850 MHz with a maximumvalue of 70 %
at 790-800 MHz.

The amplifier is designed to be used with a constant envelope modulation scheme.
More precisely, it is intended to fulfill the GSM specification limits for spectrum due
to modulation. In Fig.6.10, the amplifier output signal when the input is a modulation
type GMSK signal is given. The Gaussian filter used in GMSK is generally specified
by its BT product, where B is the 3 dB bandwidth of the filter andT is the symbol
duration. In this case a value of 0.3 is used. A signal frequency of 855 MHz is used.
As seen, the output spectrum falls within the spectral mask of the GSM specifications.

To verify the proper operation of the differential architecture in suppressing the second
harmonic, a measurement up to 2.8 GHz is performed. At the maximum output power
level and with an input signal frequency of 855 MHz, the output spectral content in
Fig. 6.11 shows the suppression of the second harmonic which is 45 dB below the
transmitted signal.

Measurements from chip-to-chip of dies within the same run has shown similar results.
The same frequency range of operation is obtained and with similar efficiency. On a
whole, the small differences measured can be attributed to uncertainty as a result of the
manual bonding of the inductors and expected variations from die-to-die and between
the SMD capacitors.

The measurements summarized on Table6.4are in very good agreement with the sim-
ulation results from sub-section6.3.3where a maximum DE of 66 % is expected from
simulations and a value of 67 % is measured in the laboratory.This accuracy is well
within the circuit modeling uncertainty. Nevertheless, this corroborates the simulation
results and supports the statement that all limiting performance parasitics are included
during the optimizations. A maximum value of 30 dBm is expected whereas a max-
imum value of 29.8 dBm is measured. This difference is attributed to the breakdown
of the transistor and the inexistence of a design safety margin. Nevertheless, at each
measured voltage step, measured current consumption and output power show good
agreement with the simulations. The measurement is thus a validation of the PAMPER

tool and the methodology it incorporates in this design for the GSM-850 band.
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Table 6.4: Summary of the class E power amplifier performance.
Parameter Unit PA-LVMOS2

Supply Voltage V 2.26
Operating Frequency MHz 855

Maximum DE % 67
Maximum PAE % 66

Output Power mW 955
Die Area µm× µm 865× 785

CMOS Technology — 0.35 µm
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Figure 6.7: Output spectrum for a sinewave input signal measured with a RS
FSIQ 26 signal analyzer with a resolution bandwidth of 30 kHz.

6.5.2.2 Effect in Efficiency of the Number of Bonding Wires to t he Ground

It is commonly accepted that a larger number of bonding wiresin parallel provide
a low-inductance connection to the ground board. The quality of on-chip ground is
strongly dependent on the quality of the connection to the ceramic substrate and from
the ceramic substrate to the box.

The circuit from Fig.6.5(b)has 12 bond pads that are used for connecting to the ce-
ramic substrate through a bondwire. The two remaining bondpad included for ground
connection cannot be used due to space constraints. The supply voltage of the circuit
is chosen so that the amplifier works at the maximum output power level. The number
of bonding wires is decreased each time by two until only two are left. At each step the
output power is measured. At maximum output power level, it has been observed that
the output power decreases by less than 100 mW for the case when only two bonding
wires connect the circuit to the ground. The circuit becomesnonfunctional if none of
the bonding wires are present which is a sign that the connection to the ground is not
made from the chip to the ground through the conductive glue attaching the die to the
ceramic substrate.

Reducing the number from 12 to 10 has no effect on the maximum output power, a
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Figure 6.8: Measured output power, DE and PAE over supply voltage.
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Figure 6.9: Output power, DE and PAEversusfrequency measured with
VDD=2 V.

sign that at these frequencies and output power level, no more than the number of
bonding wires already in use are necessary. In addition, when only two bonding wires
are connected, a current in the range of 350 mA flows in each bonding wire without
observed output power variation at the cent-dB level over time.

6.5.3 Performance Comparison

In the work presented so far, the design, optimization, implementation and measure-
ment of a differential two stage class E power amplifier in CMOS has been given. At
this point, a comparison with state-of-the-art is presented.

An overview of state-of-the-art power amplifiers publishedis given in Table6.5 for
circuits with a different class of operation, frequency andmaximum output power.
Although the DE and PAE of the presented PA outperforms all other referenced ampli-
fiers, for a better comparison, restriction to a similar frequency band and output power
level is necessary, as it minimizes other influences. In conclusion, there are no pub-
lished results for a circuit implemented in CMOS that for a similar output power level
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Figure 6.10: GSM spectrum with the output at the maximum output power
level at an input signal of 855 MHz and a filter parameter BT=0.3. The
resolution bandwidth of the signal analyzer (RS FSIQ 26) is 30 kHz.
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Figure 6.11: Frequency domain output of the differential amplifier from
800 MHz up to 2800 MHz with a 855 MHz input signal frequency.

and frequency of operation show a better performance. This is the result of proper
modeling of parasitics and circuit optimization.

Other strong points of the presented PA are

• The power amplifier maintains at least 60 % efficiency for an output power level
above 158 mW. This is especially important as the power amplifier is not always
working at the maximum power level. This characteristic means that a high
efficiency is possible over a wide operational range.

• The design is fully automated after including all parasitics. The sizing and layout
of a new power amplifier with similar characteristics can be made within a few
days.
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Open literature supports somehow that the class E power amplifier is often preferred to
the other topologies. However, measured results do not showa clear advantage of one
topology over the other. This is especially true if only class E and F are involved. The
simplicity of class E is sometimes the reason to use this topology. Another advantage
is the relative insensitivity to component variation [Raa78a].

6.6 Conclusion

A class E power amplifier has been presented. The PAMPER tool has been used during
the optimization of the circuit for the optimal sizing of oneRF power amplifier for
maximum efficiency. Careful analysis and inclusion of all parasitics during the design
phase has lead to close agreement between simulation and measurements. A maximum
value of 66 % for the Drain Efficiency (DE) has been simulated versus 67 % measured.
There are no published results for a circuit implemented in CMOS that for a similar
output power level and frequency of operation shows a betterperformance.

The designed amplifier has been manufactured in a commercial0.35 µm 5M2P CMOS
process. It occupies a total area of 0.68 mm2. Measurement results show that it works
at 855 MHz and has a maximum output power of 955 mW at 2.26 V. It has a high
efficiency over a broad range of output power levels, the PAE is always greater than
60 % for an output power above 158 mW and a maximum PAE of 66 % is achieved. The
above characteristics make the designed circuit suitable for GSM-850 mobile station
class 5.



144
6.6

C
O

N
C

LU
S

IO
N

Table 6.5: Overview of CMOS power amplifiers.
[Su97] [Tsa02] [Kuo01] [Yoo01] [Fal01] [Mer02] [Shi02] This Work

Supply Voltage 2.5 V 2.0 V 1.8/3.0 V 1.8 V 3.4 V 2.3 V 1.5 V 2.3 V
Frequency 850 MHz 1900 MHz 900 MHz 900 MHz 1750 MHz 700 MHz 1400 MHz 850 MHz

DE 62 % – – 46 % – – – 67 %
PAE 42 % 48 % 43 % 41 % 55 % 62 % 49 % 66 %

Output Power 1 W 1 W 1.5 W 900 mW 1096 mW 1 W 304 mW 955 mW
Class D E F E AB E F E

Die Area 1.5 mm2 1.6 mm2 2 mm2 4 mm2 1.1 mm2 2.64 mm2 0.43 mm2 0.68 mm2

Technology 0.8 µm 0.35 µm 0.2 µm 0.25 µm 0.35 µm 0.35 µm 0.25 µm 0.35 µm



Chapter 7

Conclusions

7.1 Research Overview and Contributions

For each application, complexity and performance must be carefully weighed against
power consumption. Even though the desire is to integrate asmuch as possible, one
must remember that this might not always lead to a more power efficient circuit. Each
one of the available technological options, when properly combined, offer not only the
desired increased battery autonomy but also a lower cost. The research work that is
now completed has contributed, amongst others, the following results:

• The analysis, under the same conditions, of six multistagefrequency compen-
sation schemes has shown that they have more in common than what could be
concluded from the measurement results and the used figures of merit. There
are different factors that influence their performance while others can be used to
artificially decrease the power consumption. After all, this means that the so far
used figures of merit are of no practical use.

The topology that performs best in terms of a higher Unity Gain Frequency
(UGF) can do it at the expense of a poorer transient response or lower slew
rate. There is no best compensation topology that suits all applications. Instead,
it should be chosen for the particular application in question. A simple variation
of the NMC scheme can save up to 50 % of the total power.

Considering more efficient design criteria, the assumptionthat the amplifier has
a third order Butterworth frequency response in a unity gainfeedback configu-
ration should be somehow ignored. Reducing the loop dampingratio parameter
(ζo) from the typical 1/

√
2 can decrease the power consumption by about 25 %.

• The methodology presented to optimize class E power amplifiers for maximum
efficiency has been validated and has shown good agreement with measurements.
It has been demonstrated that it is impossible to account forall circuit parasitics
using only equations and still maximize efficiency. The methodology has been
incorporated in a tool to automatically size CMOS power amplifiers. It has been
shown to be sufficiently flexible to optimize different variations to the general-
ized class E power amplifier.

High voltage in CMOS has been explored as a way to achieve a high output
power level. It has been shown that high breakdown voltage ispossible without

145
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any change in the design process flow. The device can be used where the re-
quirement for a high voltage is mandatory and the increased input resistance and
capacitance have minimal influence.

The automated design of a high-efficiency class E power amplifier in CMOS has
been presented. It has demonstrated the necessity to include not only all device
parasitics but also board parasitics for maximizing the Drain Efficiency (DE).

To conclude: the analysis, simulation, optimization and measurement of high efficiency
amplifiers in CMOS has been discussed in this thesis. A novel frequency compensation
topology for three stage operational amplifiers has been presented. It has been shown
that it is possible to achieve high breakdown voltage in commercial CMOS technolo-
gies without any change in the process flow. Finally, a differential two stage class E
power amplifier has been optimized and has shown good agreement with simulations
and high efficiency.

7.2 Possibilities for Future Work

Future research can continue, either incrementally from the point where the presented
study has left off or by pursuing one of the following suggestions. High performances
can be obtained in a relatively inexpensive technology likeCMOS but the main advan-
tages arise from the possibility of integrating a full system on a chip. Nevertheless, I
would like to stress the fact that the most difficult thing in any design like the ones pre-
sented in this work is measuring. Without measurement results our work is unfinished
but this is sometimes a disregarded issue.

Advancements can come both from integration, where the finalproduct design is eased,
or by increasing the performance of a single block. Several issues can be addressed
and different research paths can be followed of which the following seem interesting
to dedicate more time to.

• The design of multistage amplifiers, although a field with a considerable amount
of work done by the academia, still has to be accepted in the industry. Most of
the designs presented so far include only the amplifier. Without more complex
systems showing good performance, it is likely that the use of the well estab-
lished NMC topology is to continue. Other characteristics such as PSRR and
CMRR have increased importance in systems where the injected digital switch-
ing noise has results in performance degradation. Equally important is the am-
plifier intrinsic noise. All the previous characteristics eventually limit the circuit
performance. Comparing each topology on a theoretical level makes it possible
to determine the advantages of each amplifier.

• Differential circuits have advantages in terms of better noise immunity and in-
creased dynamic range. However, today’s circuits commonlyuse a single ended
antenna. Hence differential signal to single ended conversion must exist. Higher
power can thus be generated from the battery if this conversion can be made more
efficient. This might lie in a similar approach to the work presented in [Pau03]
where it is even possible to perform this conversion on-chipinstead of on-board.
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• The measured performance of the class E power amplifier presented in this work
agrees well with the performance expected from simulations. This justifies that
the RF performance can be precisely determined beforehand.This automated
sizing can be extended to include the auxiliary circuits necessary by an au-
tonomous PA: GSM burst shaping, power control and input-output matching
networks.

• Technologies including the Gallium Arsenide (GaAs), bipolar and Silicon Ger-
manium (SiGe) are predominant in implemented power amplifiers mainly result-
ing from the required output power level and power added efficiency necessary
for the application. The prototype presented in this work and in other publica-
tions show that CMOS can be used as well, although only for theless stringent
mobile station type. Due to the maximum voltage decrease formore advanced
technologies, new approaches must be derived. In this field,further investigation
is worthwhile.

• The level of performance for the PA presented in this work were only possible
because an automated design and optimization environment has been used. The
simulation programs and the numerous design considerations could be used and
extended... without having to reinvent the wheel once more.

• Parasitic losses in the PA strongly limit the maximum powerefficiency attain-
able. More advanced CMOS technologies do not necessarily offer passives with
a higher quality factor than those obtained by a much cheaperthin-film technol-
ogy. This is especially true in the case of the inductors. Considerable work could
be done in merging the best of each technology to obtain a simultaneously higher
performance and a lower cost.

• The power amplifier presented in this thesis cannot be used for applications that
also transmit information by varying the amplitude on top ofthe frequency. Dif-
ferent linearization schemes exist. Whether a linearization scheme or the use of
a linear power amplifier is advantageous is yet to be seen. Measurement results
do not show any clear trend.

• It is expected that in the near future full transceivers including the PA will be
available in one chip implemented in CMOS. Once the knowledge for each of the
different blocks has been gathered, full integration is an interesting technological
achievement to pursue.

Now that I’m finishing my studies I would like to think that thereasons that made me
come here are still valid. I wish you all the best!



148 7.2 POSSIBILITIES FOR FUTURE WORK



List of Publications

• J. Ramos and M. Steyaert, “Three Stage Amplifier With Positive Feedback Com-
pensation Scheme,” inProceedings Custom Integrated Circuits Conference (CICC),
Orlando, Florida, May 12–15, 2002, pp. 333–336.

• J. Ramos, X. Peng, M. Steyaert, and W. Sansen, “A Comparative Study of Three
Stage Amplifier Frequency Compensation,” inProceedings European Confer-
ence on Circuit Theory and Design (ECCTD), vol. III, Cracow, Poland, Sept.
1–4, 2003, pp. 385–388.

• J. Ramos, X. Peng, M. Steyaert, and W. Sansen, “Three Stage Amplifier Fre-
quency Compensation,” inProceedings European Solid-State Circuits Confer-
ence (ESSCIRC), Estoril, Portugal, Sept. 16–18, 2003, pp. 365–368.

• J. Ramos and M. Steyaert, “STI/LOCOS compatible LDMOS structure in stan-
dard CMOS,”IEE Electronics Letters, vol. 39, no. 19, pp. 1417–1419, Sept.
2003.

• J. Ramos and M. Steyaert, “High voltage devices for RF poweramplifiers: an
advantage?” inProceedings Workshop on Advances in Analog Circuit Design
(AACD), Montreux, Switzerland, Apr. 6–8, 2004.

• J. Ramos, K. Francken, G. Gielen, and M. Steyaert, “Knowledge- and Optimization-
Based Design of RF Power Amplifiers,” inProceedings IEEE International Sym-
posium on Circuits and Systems (ISCAS), Vancouver, Canada, May 23–26, 2004.

• J. Ramos and M. Steyaert, “Positive Feedback Frequency Compensation for
Low-Voltage Low-Power Three Stage Amplifier,”IEEE Transactions on Cir-
cuits and Systems— I: Regular Papers, vol. 51, no. 10, pp. 1967–1974, Oct.
2004.

• J. Ramos and M. Steyaert,High voltage devices for RF power amplifiers: an
advantage? Dordrecht, The Netherlands: Kluwer Academic Publishers, 2004,
ch. 9 inAnalog Circuit Design (Sensor and Actuator Interface Electronics, Inte-
grated High-Voltage Electronics and Power Management, Low-Power and High-
Resolution ADC’s), edited byJohan H. Huijsing, Michiel Steyaert and Arthur
van Roermund, pp. 177–200.

• J. Ramos and M. Steyaert, “Design of a Class E Power Amplifierwith LDMOS
in Standard CMOS,”Analog Integrated Circuits and Signal Processing, accepted
for publication.

149



150 LIST OF PUBLICATIONS

• J. Ramos, K. Francken, G. G. E. Gielen, and M. S. J. Steyaert,“An Efficient,
Fully Parasitic-Aware Power Amplifier Design OptimizationTool,” IEEE Trans-
actions on Circuits and Systems— I: Regular Papers, accepted for publication.



Bibliography

[3GPP] 3rd Generation Partnership Project, TS 45.005 [Online]. Available:
http://www.3gpp.org/ftp/Specs/html-info/45005.htm.

[Ann00] A.-J. Annema, G. Geelen, and P. de Jong, “5.5V Tolerant I/O in a 2.5V
0.25µm CMOS Technology”, InProc. Custom Integrated Circuits Confer-
ence (CICC), pages 417–420, May 2000.

[Apa02] R. Aparicio and A. Hajimiri, “Capacity Limits and Matching Properties
of Integrated Capacitors”,IEEE J. of Solid-State Circuits, 37(3):384–393,
March 2002.

[App79] J. A. Appels and H. M. J. Vaes, “High Voltage Thin Layer Devices
(RESURF Devices)”, InProc. International Electron Devices Meeting
(IEDM), pages 238–241, December 1979.

[Avr89] C. P. Avratoglou, N. C. Voulgaris, and F. I. Ioannidou, “Analysis and Design
of a Generalized Class E Tuned Power Amplifier”,IEEE Trans. on Circuits
and Systems, 36(8):1068–1079, August 1989.

[Bak02] B. Bakeroot, M. Vermandel, P. Moens, J. Doutreloigne, and D. Bolognesi,
“Cost Effective Implementation of a 90 V RESURF P-type DrainExtended
MOS in a 0.35µm Based Smart Power Technology”, InProc. Euro-
pean Solid-State Device Research Conference (ESSDERC), pages 291–294,
September 2002.

[Bal98] H. Ballan and M. Declercq,High Voltage Devices and Circuits in Stan-
dard CMOS Technologies, Kluwer Academic Publishers, Dordrecht, The
Netherlands, 1998.

[Bul90] K. Bult and G. J. G. M. Geelen, “A Fast-Settling CMOS Op Amp for SC
Circuits with 90-dB DC Gain”,IEEE J. of Solid-State Circuits, 25(6):1379–
1384, December 1990.

[Cao03] Y. Cao, R. A. Groves, X. Huang, N. D. Zamdmer, J.-O. Plouchart, R. A.
Wachnik, Tsu-Jae King, and C. Hu, “Frequency–Independent Equivalent–
Circuit Model for On–Chip Spiral Inductors”,IEEE J. of Solid-State Cir-
cuits, 38(3):419–426, March 2003.

[Car96] R. Carley, G. Gielen, R. Rutenbar, and W. Sansen, “Synthesis Tools for
Mixed–Signal ICs: progress on frontend and backend strategies”, In Proc.
Design Automation Conference (DAC), 33rd, pages 298–303, June 3–7,
1996, Las Vegas, USA.

151

http://www.3gpp.org/ftp/Specs/html-info/45005.htm


152 BIBLIOGRAPHY

[Cas04] H. Casier, P. Moens, and K. Appeltans, “Technology Considerations for
Automotive”, In Proc. European Solid-State Circuits Conference (ESS-
CIRC), pages 37–41, September 2004.

[Cha01] C. K. T. Chan and C. Toumazou, “Design of a Class E Power Amplifier
With Non–Linear Transistor Output Capacitance and Finite DC–Feed In-
ductance”, InProc. IEEE International Symposium on Circuits and Systems
(ISCAS), volume 1, pages 129–132, Sydney, Australia, May 6–9, 2001.

[Che99] J. F. Chen, J. Tao, P. Fang, and C. Hu, “Performance and Reliability
Comparison Between Asymmetric and Symmetric LDD Devices and Logic
Gates”,IEEE J. of Solid-State Circuits, 34(3):367–371, March 1999.

[Cho02] K. Choi, D. J. Allstot, and S. Kiaei, “Parasitic-Aware Synthesis of RF
CMOS Switching Power Amplifiers”, InProc. IEEE International Sympo-
sium on Circuits and Systems (ISCAS), volume 1, pages 269–272, Scotts-
dale, Arizona, May 26–29, 2002.

[Chu94] M. J. Chudobiak, “The Use of Parasitic Nonlinear Capacitors in Class E
Amplifiers”, IEEE Trans. on Circuits and Systems—Part I: Fundamental
Theory and Applications, 41(12):941–944, December 1994.

[Dor04] R. C. Dorf and R. H Bishop,Modern Control Systems, Prentice–Hall, 2004.

[Ehw01] K.-E. Ehwald, B. Heinemann, W. Roepke, W. Winkler, H. Rücker, F. Fuern-
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