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Abstract

We consider the design of high-speed continuous-time -@ajtaa modulators for analog-to-
digital conversion. Many of the nonidealities that affeetfprmance in discrete-time modulators
do likewise in continuous-time modulators, yet there aredtadditional important considerations
unique to continuous-time modulators. The first, excesp ttelay, is the time delay between the
guantizer clock and the output of the feedback, which affetability and dynamic range; its ef-
fect can be reduced by employing return-to-zero-style DAG$ feedback coefficient tuning. The
second, clock jitter, whitens the output spectrum in thentjaation noise notch and lowers SNR;
a carefully-designed VCO will alleviate its effects for allit very wideband or high-resolution
modulators. The third, quantizer metastability, also emstthe output spectrum and lowers SNR,;
it is essential to use a three half-latch quantizer over alemaster/slave design to provide extra
regeneration, and even then it is best not to clock faster #mut 5% of maximum transistor
switching speed. A design procedure is given for band pastutators whose intended appli-
cation is conversion of analog signals at one quarter of &neping frequency, and a fabricated
4GHz modulator for 1GHz signal conversion is simulatedietsand redesigned to improve its
performance from 6 bits to 10 bits. Finally, the appropnates of high-speed continuous-time

delta-sigma modulation is considered for various appbcat
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Chapter 1

Introduction

1.1 Motivation

The late 1990s will perhaps be remembered as the start ofyls¢eim on a chip”-style of design
and manufacturing: those engaged in building productsdaam markets, cellular radio being a
major one, are keen to cut costs and therefore gain a competdge by integrating all system
functions onto a single substrate with as few external carapts as possible. This task is made
much easier if analog signals, which is how any real-worlardity must inevitably be represented,
are converted to digital form for on-chip processing. Tha#pk in two main ways: digital signals
are less susceptible to corruption by circuit noise andgs®wariations, and more digital signal
processing circuitry can be integrated into the same dia #ran analog circuitry. Thus, it is
clear that analog-to-digital converter (ADC) circuitspkn important role in modern integrated
systems.

The three main performance measures of an ADC are its resolusually number of bits), its
speed (how many conversions it does per second), and itsrpansumption, where customarily
it is desired that the first two of these be maximized and tirel thhinimized. There are many
different styles of circuit that perform ADC; one particudyle that has received a good deal of
attention in the last fifteen years is the delta-sigma mddul@SM or AYXM) [Nor97]. These

circuits have found their niche in applications requirirgyhigh resolution at low speeds (e.g., 20

1



2 Chapter 1: Introduction

bits at 500Hz [Tho94]) and audio converters (16 or more hitsd&Hz [Kwa96]), and they often
work with very modest power budgets (2.3mW for an audio c¢ad@z97]). It is fair to say that
for high resolution and/or low power at fairly low speeds {ama few hundred kHz), delta-sigma
modulation is the best ADC architecture choice.

The vast majority ofAYXMs have been built with discrete-time (DT) circuitry, verjtem
switched-capacitor circuits. If circuit waveforms are te éllowed adequate settling time, the
speed at which DT circuits are clocked must be restrictecesé&hrestrictions can be relaxed by
employing continuous-time (CT) circuitry in place of DT @ilitry. We noted last paragraph that
DT AYMs already enjoy resolution and power advantages over sthilers of ADC; perhaps CT
AY.Ms could retain these advantages while operating at higheeds? This question has been
given increasing attention in the last few years as the naeldigh-resolution ADC at ever-higher
speeds grows.

It is this same question that we address in this thesis. Wessd®athat the practice of building
CT AXMs for high-speed conversion has proved more difficult thaticgated—they operate
correctly, but they achieve lower resolution than their dovwpeed counterparts. We study the
reasons for this in the present work. Past work has identdftede of the problems in specific
architectures, but here we generalize these results to arahitectures, explore the effect of some
previously unidentified nonidealities, and explain as maslipossible about what can be done to
overcome their effects. Where feasible, we give simple tda® for prediction of performance
limits. This thesis contains a moderate amount of emphawstha@ory, but every effort is made to

tie the theory to practice. This is made easier because wedraactual high-speed part to test.

1.2 Contributions

The introductory chapters of this thesis present summafi¢ise published literature in the fol-

lowing subjects:
e AYM performance measurement;

e aAXM nonideality literature survey;
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e a CTAXM literature survey.

The first and third of these are not summarized elsewheretauthor’s knowledge and so are use-
ful overviews, while the second is discussed in [Nor97, Cidpfor DT modulators but extended

here for CT modulators. Thereafter follows the original enit listed here.

1. The phenomenon of “excess loop delay’AlMs has been identified as an important non-
ideality in past work, though the study has been scatterezhgreeveral papers. Here, we
collect all the information into one place, use an improveathematical technique, and

apply it to previously-unstudied circuit architectures.

2. The effect of clocking a CTAXM with an on-chip VCO having a certain phase noise speci-

fication is quantified for the first time.
3. A new method of system identification is proposed andtiliaed for CTAYXMs.

4. Quantizer metastability is identified as a mechanism dbpmance loss in CIAXMs and
its effect characterized.

5. The tradeoffs and parameter selection criteria in thegdesf f,/4 fourth-order band pass

modulators are outlined and an explicit design proceduraditated.

6. Simulation and measurement results are presented orrieatall fourth-order band pass
modulator with a 4GHz clock. As well, design improvementschhappear to better the

performance significantly are suggested.

There are also many illustrative examples throughout thewiing chapters that clarify the con-

cepts presented.

1.3 Organization

Chapter 2 introduces the concept of delta-sigma modulation, listsesof the fundamental mod-
ulator design choices, explains how modulator performasaaeasured, and briefly discusses

time-domain simulation oAYXMs.
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Chapter 3 summarizes some issues surrounding the implementatid®ds. We survey the
literature that characterizes the effect of certain naadities in DT AXMs and explain how these
apply to CTAYMs, then we list and briefly describe the important papersinACM. Finally, a
summary of the performance achieved in published highesgdeAX.Ms is given.

Chapter 4 is about excess loop delay in CYXMs, which is delay between the clock edge and
the effect of the output bit as seen at the feedback. We fipgduwaxd on the equivalence between
ideal DT and CT modulators, then explain what loop delay dodkis equivalence, illustrating
the performance lost in different modulator orders andigectures. As well, we look at methods

for overcoming this performance loss.

Chapter 5 characterizes the effect of quantizer clock jitter on idealA>M performance and
looks at the effect of clocking a CAYXM with a practical integrated VCO with a given phase noise
characteristic.

Chapter 6 analyzes quantizer metastability and its effect on higkeglCTAY.Ms and proposes

what can be done to alleviate the performance loss it causes.

Chapter 7 presents design guidelines, analysis, simulation resaris test results for a fourth-
order 4GHz band pasAXM fabricated with SiGe HBTs for conversion of narrowband GH
analog signals to digital. We also redesign key portionsefrhodulator and estimate the perfor-

mance improvement that would result.

Chapter 8 concludes the thesis with a discussion of the appropriateoCTAYXM for appli-

cations requiring high-speed ADC and makes recommendatioriuture work.



Chapter 2

AY.M Concepts

In this chapter we explain what a delta-sigma modulator ésfaw it can be used for analog-to-
digital conversion along with some of the basic design a®ia AYXM design. We move on to
how the performance of AXM is measured. Finally, we discuss some aspects of the toneath

simulation ofAXMs, distinguishing discrete-time modulator simulatioonfr continuous-time.

2.1 A Brief Introductionto AXM

An overview of theAYM concepts relevant for this work will be presented heret #eems too
cursory, the reader may turn to any of a number of excellemnsary articles [Hau91, Can92b,

Azi96, Can97] for a more detailed treatment.

2.1.1 Operating Principles

A AYM ADC has three important components, depicted in Figure 2.1
1. Aloop filter or loop transfer function (z)
2. A clocked quantizer

3. Afeedback digital-to-analog converter (DAC)

5
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fs
-
=a

X
u @ H(z) ——=

DAC =——

Figure 2.1: Basic components of\>:M for ADC.

The quantizer is a strongly-nonlinear circuit in an otheeninear system, which makes the behav-
ior of AXMs very complicated to investigate analytically [Gra90helbasic idea ofAY. modula-

tion is that the analog input signal is modulated into a digiord sequence with a spectrum that
approximates that of the analog input well in a narrow fregyerange and has the quantization
noise “shaped” away from this range. An intuitive qualitatunderstanding of how this happens

can be had blinearizingthe circuit as shown in Figure 2.2. The quantizer is repldgedn adder

e
u > H(z) : @ ‘ y
DAC =——

Figure 2.2: Linearizing the quantizer in2e>M.

and we pretend that the quantization noise is “generatedhlgipute which is independent of the

circuit inputu. The outputy may now be written in terms of the two inputsaande as

_ H(z) 1
— STHz) - U(z) + NTF(z) - E(z) (2.2)

where STKz) and NTKz) are the so-calledignal transfer functiomndnoise transfer functian

From (2.1) we see that the polesidf z) become the zeros of NTE), and that for any frequency
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Figure 2.3: STFEz) and NTR2) for circuit of Example 2.1.

whereH (z) > 1,

In other words, the output resembles the input most clogdhequencies where the gain &f(z)
is large.

Example 2.1 Consider the system of Figure 2.1 with a simple integrator) =
1/(z — 1) as the loop filter and a one-bit quantizer which producesuiuijis with

valuest1. From (2.1) we can calculate
STHRz) =z', NTF(z) =1—z". (2.3)

These are depicted graphically in Figure 2.3 with exp(j2x fTs). We haveH (z) —
oo at dc (i.e., atf = 0), which means input signals near dc should be reproduced
faithfully in the output bit stream. In factSTHz)| = 1 everywhere, so we at least
expect thenagnitudeof an input at any frequency to be reproduced at the output. As
well, NTF(z) — 0 at dc, and it increases away from dc; hence, the quantizatize
is “shaped away from dc”.

If we implement the system mathematically, simulate it intlsila, and look at the

power spectrum of the output bit stream, we obtain the plotshin Figure 2.4. In
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Output spectrum
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Figure 2.4: Simulated output bit stream power spectrum.

this example, the input tone had an amplitude of 0.434V amdquency of8.545 x
1073) f,. Relative to the output levels af1, we expect, and observe, an output signal
power of201og,,(0.434/y/2) = —10.2dB. The quantization noise spectrum follows
NTF(z) qualitatively at least, going to zero at dc and increasingyafiom dc, but it
clearly contains tones spaced at an interval related tonnat ifrequency. The usual
assumption when linearizing the quantizer as in (2.1) i tihe quantization noise
spectrum is white, as well as uncorrelated with the inputlerthe former is often true,
the latter is never exactly true though the correlation terofo complex as to be all
but impossible to determine. The linearization is thus eatly valid, but it often gives
correct qualitative predictions of modulator performartdewever, we usually require
guantitativeaccuracy, and thus for the most part we eschew linearizéti@mughout
this thesis. O

Note what is implied in this example: the quantization nasseeduced only in a small band-

width, that is, a bandwidth much smaller than the sampliagdencyy,. If we wish to obtain high
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converter resolution, then the signal must be bandlimited value much smaller thafy. This
means that for a signal with Nyquist rafg, we requirefy < fs, which is the same as saying
we must sample muctasterthan the Nyquist rateAYMs, therefore, are so-callexsyersampled

converterswith anoversampling ratiaefined as

OSR= f,/fw. (2.4)

How is the high-speed low-resolution quantizer output eoted to multibit output samples at
the Nyquist rate? A complete block diagram of&M ADC is shown in Figure 2.5; it includes

fs

I
%u H(z) X j»_ y —={ Decimator ——= J—L

DAC |=—— /M/ {

f/2 f/8 ful2

Figure 2.5: Completé&\XM ADC block diagram including decimator.

a modulator followed by a circuit called @ecimator The decimator’s purpose is twofold: it
decimatesi.e., reduces in frequency, the high-rate bit streamd removes everything outside the
desired band with a filter. Typical time domain and frequeth@gnain waveforms at the modulator
and decimator outputs are shown in the figure.

We do not go into detail regarding the design of the decimatstead preferring to concentrate
on designing a\XM to obtain an output bit stream with desirable propertiesciator design
is reasonably well-understood and is covered in [Can92a]isAustomarily done in work about
AY.M, we shall assume that the modulator output is filtered byickiwall filter with a gain of 1
in the signal band and 0 elsewhere.

2.1.2 Design Choices

There is a myriad of design choices thMs. Very briefly, the major ones are listed and described

here.
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Order of H(z) and oversampling ratio

Example 2.1 featured a single integrator, a first-ordersfiarfunction, forH (z). In general, the
order of H(z) (which must be strictly proper to ensure causality) is theiimam power ofz in
the denominator. It is possible to use a second-, third-yen éigher-ordet? (z) as a loop filter;
generally, a converter of order is built as a cascade of integrators usually surrounded with
feedforward and feedback coefficients [Cha90] as depicté&dgure 2.6.

B, B, Bm

o 1 <\ 1 o 1
u@ 2 z-1 2 z-1 2 z-1 | @) ;F ym

k Kt Ky

DAC

Figure 2.6: Generahth-order low pasé\¥M structure.

In a given application, the signal bandwidfly is usually fixed. Sampling faster than the
Nyquist rate isalwaysbeneficial for improving the signal-to-noise ratio (SNRamADC because
the quantization noise inside the signal band is reducediByp®r octave of oversampling; in an
ordersn AXM, this improvement can be shown to be: + 3dB/oct [Can92b] because the noise
is shaped by the loop filter. Thus, a high-order modulatoesrdble because of the huge increase
in converter dynamic range (DR) obtained from each douldirthe OSR.

Not surprisingly, using a high-order modulator has drawsa€irst, the stability of the overall
system withH (=) above order two becomes conditional: input signals whog#iardes are below
but close to full scale (to be defined later) can cause ovedbthe output of the integrators closer
to the quantizer, which degrades DR [Sch93]. As well, thegriaent of the poles and zeros of
H(z) becomes a complicated problem, though many solutions heae froposed in the literature
(e.g., [Ris94] among others). Furthermore, the technologyhich the circuit is implemented and
the circuit architecture itself will limit the maximum-aielvable sampling rate and hence, from

(2.4), the OSR. Finally, the design of the decimator inagsda complexity and area for larger
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oversampling ratios. Typical values of OSR lie in the range256, though circuits with OSRs

outside this range have been fabricated [Bai96, Nys96].

Quantizer resolution

It is possible to replace the single-bit quantizer of Exasrthll with a multibit quantizer, e.g., a
flash converter [Ada86]. This has two major benefits: it inyeooverallAYXM resolution and it
tends to make higher-order modulators more stable. Fumitver, nonidealities in the quantizer
(e.g., slightly misplaced levels or hysteresis) don't degr performance much because the quan-
tizer is preceded by several high-gain integrators, hemeénput-referred error is small [Hau86].
Its two major drawbacks are the increase in complexity of #ibiuvs. a one-bit quantizer, and
that the feedback DAC nonidealities are directly inpueredd so that a slight error in one DAC
level corrupts converter performance greatly. There enethods to compensate for multibit DAC
level errors (e.g., [Gal96], [Lar88]). These aren’t needed single-bit design because one-bit

guantizers are inherently linear [Sch93].

Low pass vs. band pass

Integrators have poles at dc, and hence buildir{g) from integrators will shape noise away from
dc. AXMs where the quantization noise has a high pass shape arevithilow pass loop filters
and hence are denotéalv pass(LP) converters. If we were to builéf (=) out of resonatorsthe
noise would tend to be shaped away from the resonant fregu€he quantization noise then has
a band stop shape because the loop filter is band pass, ardtitngA>XMs are calledand pass
(BP) converters [Sch91]. A common type of band pass convisrtauilt starting with a low pass
H (z) and performing the substitutiom! — —2~2; this produces a converter with noise shaped
away from f, /4 with identical stability properties performance as the [mass prototype, though
the order is doubled [Sho96].

A typical application of such a converter is the conversibamRF or IF signal to digital for
processing and heterodyning in the digital domain, as degin Figure 2.7. The spectrum at the

output of the converter is shown in the figure—the quantiratioise is large everywhere except
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Figure 2.7: Typical radio receiver application for a bandsa>M.

in a narrow band near 1GHz. Mixing to baseband digitally fantl Q channel recovery becomes
particularly easy when the sampling frequency is chosee folx times the input signal frequency
because sine and cosine are sequences involvingtdrdynd 0, so simple digital logic can replace a
complicated multiplier circuit. In general, the ability@{\>M to perform narrowband conversion
at a frequency other than dc makes them particularly ateafdr radio applications; furthermore,
CT AXMs can be made fast enough to allow conversion of signalsi@dundreds of MHz and
beyond.

OSR for BP converters is defined as half the sampling frequdivided by the bandwidth of
interest [Nor97, Chap. 9]; thus, afy/4 converter with a signal occupying the frequency range
(fs/4 — £,/32, f,/4 + f,/32) has a bandwidth of, /16, and hence OSR: 8.

Discrete- vs. continuous-time

We have been writing the loop transfer functiéf(z) in the discrete-time (DT) domain. The

majority of AXMs in the literature are implemented as discrete-time @scsuch as switched-

1This is not the only possible architecture: we might digitiirectly at the RF rather than at the IF, although the
noise figure of theA>M might be too high to achieve the desired system dynamiceaalige might also mix more

than once prior to the modulator.
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capacitor (SC) [Bai96] or switched-current (SI) [Ned95caits. It is possible to build the loop
filter as acontinuous-timgCT) circuit 2 (s), for example with transconductors and integrators
[Jen95]. It is this kind of circuit in which we are interestedthis thesis for it will usually be
possible to clock a CTAXM at a much higher rate than an SC or Sl design in the same tlgyno

Single stage vs. multi-stage

Many modulators employ a single quantizer with multipledieack loops leading to various points
inside the forward modulator path, and these are cattattiioop AXMs. It is possible to build
stable high-order modulators out of two or more low-ordedmiators where later modulators’
inputs are thequantization noisérom previous stages. SuchXMs are callednultistage they
were originally dubbed “MASH” structures, where MASH is air@nym deriving somehow from
Multistage Noise-Shaping [Hay86]. In Figure 2.8, a firstler modulator’s quantization noise is

E

Y 1 ﬁ\\yl

1-z71 ‘/\z/

1
HZ -

2

Figure 2.8: A multistage\YXM.

shaped by another first-order modulator:

Vi = U+(1-2"YHE

Yo = —Ei+(1—2")Es.
WhenY, is differentiated and added 19, we find

Y = Vi+(1-zhY,
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= U+(1—zYHYE -1 —2HE + (1 -2 1)2E,
= U+ (1-z21E,. (2.5)

Thus, the first-order noise is canceled in the output and thatuhator achieves second-order quan-
tization noise shaping. In principle, this can be extenaedith order noise shaping while pre-
serving unconditional stability since each first-ordetM is unconditionally stable. In practice,
mismatches between components in the stages result infespabise cancellation [Mat87].

To the author’s knowledge, all published MASKPMs to date have been DT. It is possible to
do CT MASH, but the only place it is discussed is [Nor97, Ch&lp.As such, we will consider
only single-stage modulators in this thesis.

2.2 Performance Measures

We have mentioned certain A/D converter performance meassmch as dynamic range and
signal-to-noise ratio, but we have yet to explain how to deiee them for aAYXM. This sec-
tion does just that by combining information from a liter&survey about the subject with the

author’s practical experience.

2.2.1 Power Spectrum Estimation

A AXYM is a noise-shaping converterthe quantization noise is shaped away from the desired
frequency band. We are thus interested in the frequency idaaresentation of the time domain
output bits. More specifically, we care about the power speattof the output bits. The most
common tool for finding power spectra is the discrete Fourarsform or DFT.

Suppose we havé/ uniformly-sampled data pointg(n) = 4(t)|i=p7., » = 0...N — 1,
y(n) € R. We will be using the so-calleperiodogramto estimate the power spectrum ().
The DFT (which can be #&ast Fourier transformor FFT whenN is a power of two, which it
frequently is) ofy(n) is given by

N-1
Y(n) =Y y(k)e>™ N n=0...N-1 (2.6)
k=0
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and the periodogram is defined as [Pre92]
1
P(0) = 5V (0
P(n) = $[|Y(n)|2 +Y(N=n)]’], n=1...(§-1) (2.7)
P(N/2) = —lY(N/2)P

This power spectrum is defined &Y2 + 1 uniformly-spaced frequency points between 0 and the
Nyquist ratef, /2. Thus, each frequendyin is of width f,/N. An example plot ofl 0 log,, P from
(2.7) was shown in Figure 2.4 in Example 2.1. Evidenflys rms power: our input had magnitude
—7.2dB and its power in the spectrum-sl0.2dB. In this thesis, when we refer to the “spectrum”,
we mean the power spectrum as found from the periodogram.

A periodogram is a discrete representation of the spectfuendescrete (sampled) signal, but
in the real world power spectra are continuous functionsotiauous signals. The discretization
gives rise to two problems in periodograms, the first of whechsually denotedpectral leakage
or simply leakage and the second of which relates to uncertainty. We disca#is dnd how to

alleviate them below.

Leakage and windowing

If there exists a tone in the input signal at a frequency tloascot fall exactly in the center of a
frequency bin, then leakage will result: instead of a shagKe” in one sepctrum bin, the tone
will become spread over several adjacent bins. This can terstood by realizing that we can
only take the FFT of a finite stretch of data (i.e., at a finitenber of points); this is akin to taking
the FFT of an infinite stretch of data multiplied by a rectdagwindow that is 1 for the duration
of the finite stretch and 0 elsewhere. In the frequency dontlis corresponds to convolving an
infinite power spectrum with the Fourier transform of a ragla, namely(sin x) /2. The amount
of leakage is determined by the spectrum of this function.

The severity of leakage may be reduceddgdowingthe data, which means multiplying it by
awindowing functiorbefore taking its FFT. This has the effect of convolving therum with a

function other tharfsin z) /z. [Har78] lists many examples of windows; in the time doméiey
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Figure 2.9: Effect of windowing: (a) unwindowed output sfpem, (b) windowed output spectrum.

generally peak at 1 near the center of the data and fall to @iiows ways near the edges. We

prefer to use adann window(often incorrectly called alanning window, also called aaised

cosinewindow because of the formula that describes it:

w(n):%{1—cos<2ﬂwn>},n:0,...,]\7—1. (2.8)

Example 2.2 Inthe simulation ofAYXMs, itis easy (and recommended) to choose
an input sinusoid with a frequency exactly in the center ofraldly making its fre-
quency a multiple off,/N. Thus, leakage from the input tone is not usually problem-
atic. Moreover, discrete tones arising from output limitleg also usually fall exactly
in the center of frequency bins. One case where they doniireaghen simulating
a low passAYM and the mean of/(n) is nonzero. This creates a dc component in
P(n) and also “misaligns” the output limit cycles such that thisréeakage into all
the low-frequency bins. We shall see that this turns outwe gh unfairly-pessimistic
SNR estimate.

Windowing greatly alleviates the problem. Figure 2.9(hisilrates what happens
when N = 4096 output bits from a second-order modulator have an averalye va
of 2/N = —66.2dB: the spectrum near dc flattens out-t63.2dB. Taking that same
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output bit stream and first multiplying it by a Hann window twef taking the FFT
yields Figure 2.9(b): now, the noise-shaping behavioreaidy evident down to dc.
The author prefers a Hann window because the input tone adgprbes smeared
over its immediately adjacent bin on each side; comparetéhidlackman or Welch
windows, commonly used by other authors, which smear thedwar several adjacent

bins. This is of concern for calculating SNR as we shall sdexample 2.4. O

Uncertainty and averaging

The second reason why periodograms are inaccurate is as/$olithe periodogram at a single
frequencyP(n) is an estimate of a continuous functiﬁ’t(]f) over afrequency rangg /N centered

at f,,. It turns out the estimaté’(n) has a standard deviation @60% of the “actual” value.
However, by takingK' successive sets d¥ output bits, finding the periodogram of each, and
averagingthem, the standard deviation in each frequency bin is ratlhge/K [Pre92].

Example 2.3 Figure 2.10 is a striking illustration of the effect of argimg on the
output power spectrum of a second-ordetM. The upper-left graph shows the FFT
of N = 4096 output bits; the upper-right graph depicts the averagk of 4 succes-
sive sets ofV output bits. The following graphs are féf = {16, 256, 1024, 16384};
the graphs become smoother and smoother as the variancehirfrequency bin is
reduced. Moreover, the detail of the tones ngde is enhanced.

To generate the graph fé¢ = 16384 we must calculatéV x K ~ 67 x 10° output
bits, and that takes about 12 minutes with a C program on avadet 170MHz Sparc
Ultra. We do not usually need that largésa it was provided merely as an illustration.

256 would certainly suffice for most purposes. O

2.2.2 Signal to Noise Ratio (SNR)

One of the most important performance measures AP is its signal-to-noise ratio (SNR).

From this we may calculate other important performance oreassuch as its dynamic range
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Figure 2.10: Effect of averaging on spectrum variance.
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Figure 2.11: Unwindowed averaged periodogram near dc.

(DR) and peak SNR (SNRy).

To find the SNR in a Nyquist-rate converter, we would divide #ignal amplitude by the
integrated noise from O t@y /2 [Kes90a], which is the same frequency A$2. A AXM is an
oversampled converter, however, so we do the same catmulatier the bandwidth from 0 to
fn/2, which is nowf,/(2 - OSR). As noted earlier, this assumption is the same as having the
modulator followed by a brick-wall low pass filter which cwif§ sharply atfy /2. That being said,

we are about to see that there remain a number of subtletibsioalculation.

Example 2.4 Consider a 4096-point simulation of a second-order mddula
With K = 256 averaged periodograms, the spectrum near dc appears gsiie Eill.
The input tone is-13dB and it occurs in bih = 45, which is0.01099 f,. Let us try to
calculate the SNR for OSR 32.

We must integrate the noise between 0 gptb4, which is shown by the dashed
line in Figure 2.11. This corresponds to bin numbers 0 thinol{y6/64 = 64. Pre-
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sumably, the noise power we're interested in can be fourd fro

P, = Z:o P(i) — P(b).

However, do we include bin 64 in the calculation, or exclu@dm other words, should
we find the noise fof < f < f,/64,0r0 < f < f,/64? Moreover, what should we

do about the bin containing the signal? Do we subtract it §2.8) and leave it at that,

(2.9)

or perhaps add the geometric mean of the power in the suriogibdhs toP,, to make
up for the missing bin?

Table 2.1 addresses some of these considerations, as vile# affect of K’ (the

Table 2.1: Comparison of SNR calculation methods. Inclgdire bin atf, /(2 - OSR) lowers SNR by 0.3dB, while

trying to account for the tone bin lowers it further by 0.1dB.

64
> P(i) - P(b)
i=0

63
K || X P@) — P(b) =
=0 +VPO—-1)POH+1)

64
> P(i) - P(b)
=0

1 50.86, 0 = 1.01 | 50.53, 0 = 0.85 50.46, 0 = 0.86
4 49.81, 0 = 0.62 | 49.49, 0 = 0.62 49.40, o = 0.60
16 || 50.03, 0 =0.32 | 49.64, 0 = 0.28 49.56, 0 = 0.28
64 || 49.87, 0 =0.22 | 49.55, 0 = 0.19 49.47, 0 =0.19
256 || 49.93, 0 = 0.22 | 49.60, 0 = 0.22 49.52, 0 = 0.22

number of averaged periodograms) on the calculated SNRteRadifferent runs at
eachK value, the SNR was calculated by dividiijb) by the quantity listed at the
top of each table column and taking log,, of the result. The table lists the average
and standard deviatianof the ten SNR values, all in dB. First, we note that including
bin 64 lowers SNR by 0.3dB or so, while adding the geometriamad the bins around
the tone makes another 0.1dB of difference. Second, we hate ts higher for small
K—that is, the variance in calculated SNR between differensiis greater when we
do less averaging. Third, calculated SNR drops by a full dBvben X' = 1 and

K = 256.



Chapter 2.A>M Concepts 21

Hann-windowed output spectrum, K=256
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Figure 2.12: Hann-windowed averaged periodogram near dc.

Adding to this is the confusion about what happens when welevinthe peri-
odograms. Figure 2.12 is another run with = 256, but now a Hann window is
applied to the data before finding its spectrum; the dotteel is the data from Fig-
ure 2.11 reproduced for reference. In Figure 2.11, the tcere amly in one bin, and
its power wasP(b) = —15.99dB. Now, we find the tone spreads over three bins, and
P(b—1)+ P(b) + P(b+ 1) = —20.25dB. The unwindowed SNR for bins 0 to 64
excluding binb was 49.66dB; the Hann-windowed SNR for bins 0 to 64 excluding
binsb —1tob + 1is 50.57dB.

The difference of-4.26dB in tone power can be explained as follows. The peri-
odogram of (2.7) is normalized such that the signal poweinire tand frequency are
equal (i.e., Parseval’s theorem holds). Since the outputesece is composed afl,
the power in time is 1; we can easily verify thaf’> ' P(i) = 1 in Matlab. A Hann
window turns out to scale the total power @375, and10log,,(0.375) = —4.2597—

exactly the difference seen in the tone power. The totald@sknoise seems to have
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Welch-windowed output spectrum, K=256
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Figure 2.13: Welch-windowed averaged periodogram near dc.

been reduced b$0.57 — 49.66 + 4.26 = 5.15dB. It is not so easy to explain nu-
merically where the extra.15 — 4.26 = 0.91dB of noise reduction by windowing
comes from, though qualitatively we expect the reducticzalbnee windowing reduces
leakage problems.

Finally, as alluded to in Example 2.2, a Hann window is vagthferable for SNR
calculations over many other windows. Figure 2.13 shows alvéelch window does
to the baseband spectrum with the unwindowed spectrunepiddt reference. The
tone has been smeared over so many bins that it becomes itsipdesknow where
the noise begins. We only have 64 bins in which to find the n@sd too many of
them get corrupted by smearing for a meaningful SNR calicuiat O

The preceding example illustrates that SNR can vary by abdBt depending on how the
calculation is done. This suggests that specifying SNR teertitan one decimal place is pointless,
and even the first decimal place might not be very meaninddafortunately, the example does

little to clear up confusion about the “right” way to calctdeSNR; papers in the literature rarely



Chapter 2A>M Concepts 23

seem to be specific. We arbitrarily adopt the definition inftte¢ column of Table 2.1, where we
neglect the tone bin(s) and the final FFT bin.

Some authors refer to signal-to-quantization-noise (&(@NR), where only quantization noise
power is counted as noise, as distinct from signal-to-rars-distortion ratio (SNDR or SINAD),
where both quantization noise povardthe power in any output harmonics of the input signal are
counted. We use SNR to mean SNDR—our SNR calculations welige any power in harmonics
of the input signal caused by distortion. We shall examimaesof the things that can create input

signal harmonics in the output spectrum presently.

2.2.3 Other Performance Measures
Dynamic range

The dynamic range range of/®>-M, often specified in decibels, is equivalent to the resolutf
the modulator as an ADC. We can convert from resolution in@Besolution in bits by relating a
AY.M to a Nyquist-rate converter using [Ben48]

DR(bits) = (DR(dB) — 1.76)/6.02. (2.10)

To actually find the DR for a given modulator, SNR is plottediagt input amplitude. The input
amplitude range which gives SNR 0 is precisely the DR.

Example 2.5 For a second order low pags:M, Figure 2.14(a) shows the SNR
as a function of input amplitude for two different OSRs, 32 &4. We call this kind
of graph adynamic range plot The slope of each curve is 1dB/dB except for large
input amplitudes where the SNR stays constant or decreagesmput amplitude. For
small inputs, the SNR is limited by the in-band noise, whtléagge inputs, the SNR
starts to become affected by input signal harmonics. Fgy@ré5(a) and (b) show
the baseband output spectrum for inputs—@fdB and —2dB, respectively. Signal
harmonics are clearly present for the larger input.

Extrapolating to SNR= 0 for small inputs indicates the DR for OSR 32 is 62dB,
or about 10 bits from (2.10), and for OSR64 the DR is 77dB (about 12.5 bits). We
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Figure 2.14: Performance of ideal double integrationM.

said earlier that at a fixed input amplitude SNR improves&rast 3dB per octave of
oversampling, wheren is the order of the modulator. Figure 2.14(b) demonstréies t
truth of this for a—4dB input tone. O

Full scale amplitude

In the previous example we referred to the input as being irbdBwhat we did not make explicit
is that it is dB relative to full scafe How is “full scale” defined for a\XM? The answer is not
always obvious. In many cases, a full-scale input is one emeagnitude equals the maximum
magnitude of the quantizer feedback, assuming a quantizesevoutput is centered at O (which it
almost always is). For an input larger than this, the feekilaalt not be able to keep the modulator

stable; we refer to this asverloading the modulator

Example 2.8 In the previous example, the quantizer was feeding BalckWhen

the input was a tone with peak amplitude 0.1V, it transpitexd the tone appeared in

2]t would probably be less confusing if the units of the indghsl were explicitly specified as “dBrel” or something
similar to indicate that it is dB relative to some maximum wéwer, most of the literature refers to “dB”, so we do the

same here.
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Figure 2.15: Increase in baseband harmonics for inputsfoktacale: (a)—6dB input, (b)—2dB input.

the output spectrum with magnitude23.01dB, which corresponds to a peak ampli-
tude of —20dB = 0.1V. We can deduce that 1V is the full-scale input level in that
example. An input larger than 1V will overload the modulattrputs close to 1V

cause graceful degradation of SNR due to increased splatralonic content, as we
saw in Figure 2.15. O

Example 2.7 Figure 2.16 shows a typical implementation of a seconeoiav

I I fs
gm2 | C2 gml | Cl \p
+0 > 3 = o+
A T ST T s F y
-0 + - + O -
| C2 | Cl
AN AN

Figure 2.16: InP second-order QIXM by Jensen et al.
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pass CTAXM for high-speed ADC. The input signal is fed through a tramstuctor
gm1, and at the transconductor output node, there is a feedhaoknt of magnitude
ko. The currenty,,;u can be no larger thah, without overloading the modulator;
therefore, the full-scale input signal magnitudé:igg,,;. Typical component values
might bek, = 0.4mA andg,,; = 1mA/V, so a 0.4V input signal would appear at the
output as 0dB when the output bits airé. O

For certain more complicated modulator structures we wittaeinter later, the full-scale input

range will need to be found from simulation rather than dalboin.

Maximum SNR and maximum stable amplitude

Maximum SNR, SNRax (sometimes called “peak SNR”), is easily found from a DR plstthe
peak of the SNR vs. input amplitude curve. It turns out thatsacond-order low pagsXM is
stable all the way up to an input amplitude of 0dB [Wan92]. I$paturns out that higher-order
modulators usually become unstable before 0dB is reachisdnstability usually manifests itself
in clipping of the final integrator output which causes thampizer to produce a long consecutive
sequence of the same output bit. This means the signal elcpdoperties of the modulator
become poor [Ris94] and hence SNR is degraded. The maxinaliestmplitude (MSA) is, then,
the largest input amplitude which keeps the final integrataput bounded “most of the time”. It,

too, can be found from a DR plot as the maximum input amplifodevhich SNR> 0.

Spurious free dynamic range

Nyquist-rate ADCs sometimes specify a rating for spurigas flynamic range (SFDR) [Kes90b].
To measure SFDR, we apply a tone at the ADC input and look fafgesspurbetween 0 and
f~n/2, where a spur is a tone visible above the noise floor. In thegeymust do this for all input
frequencies and phases to find the very worst-case spur., BHEDR is the largest magnitude
difference between the amplitudes of the input tone andatyeét spur in dB, over all input tone

amplitudes.



Chapter 2.A>M Concepts 27

The importance of SFDR depends on the application. In sorpkcagions, a good SFDR is
more important than a good DR. In radio systems, for examplajght be important to keep
the amplitude of spurious tones low since nonlinearitieghthhtause them to intermodulate and
corrupt the desired signal, while the total amount of inébaoise might not matter so much.
SFDR measurements aren’t often quoted for oversamplingectars such aa>Ms, though they
sometimes are [Jen95]. Realistically, an SFDR measurecaentnly be performed on an actual
circuit rather than in simulation because it requires maffgr@nt input amplitudes, frequencies,
and phases. We will usually neglect SFDR in our examinatio8 D AXMs until we come to

Chapter 7 where we can explicitly measure it for a fabricatesign.

2.3 Simulation Methods

To characterize the performance of\alM, we take the spectrum of its output bit stream. How
do we actually generate this output bit stream in a simut&tiBecause of the nonlinear quantizer,
determining the output bits analytically is very difficults a result, time-domain simulation of the
modulator is the usual method. In the simulation of just alamy system, there exists a tradeoff
betweernrealismandsimulation time as we model the behavior of a system more accurately, the
length of time required to generate simulation resultsaases. Let us first consider our simulation
options for DT AYXMs, a subject which has received a considerable amount erfitedh in the
literature, followed by those for CAYX.Ms [Che98a].

2.3.1 Discrete-Time Modulator Simulation

An ideal DT AXM can be described by a discrete-time system of equations.théogeneral
modulator in Figure 2.17 which includes input prefilteri®tj494], we can write a linear equation

for the quantizer input in terms of the circuit input and gtigar output

X(2)=G(2)H(2)U(2) — H(2)Y (2). (2.11)
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Figure 2.17: A general DIAYXM including input prefiltering.

G(z) andH (z) are rational functions of, with G(z) proper andH (z) strictly proper. Itis a trivial
matter to take the inversg-transform of (2.11), which leaves an expressiondor), the quantizer
input now, in terms of past samples(ef, x, y):

x(n) = ij: agz(n — k) + i bru(n — k) + i: cry(n — k). (2.12)

k=1

{ax, bg, ¢ } are constants that can be found fréf(z) andH (z). For eache(n) found from (2.12),

we findy(n) by assuming an ideal quantizer; in the case of a single-hibtizer,
+1, x(n)>0
y(n) = { (2.13)

Applying (2.12) and (2.13) for. = 1,..., N in a high-level language such as Matlab [Han98] or
C gives a very rapid method for determining the output béastm.

Rapidity is one thing, but realism is another. A practicatit will likely not be represented
by its ideal equations. Eventually, we will have a transigwel description of a circuit whose
behavior we would like to simulate, and we will most likelyriuto a full-circuit simulator such as
SPICE or Eldo. While such a simulation is likely to be able tod®l most if not all of the pertinent
nonidealities which affect circuit performance, we wilteri be stuck waiting for hours or even
days while generating enough output bits for an FFT. A dedadliscussion of these nonidealities
appears in Chapter 3.

Fortunately, there exists more than one “middle-groungirapch, where we achieve reason-

able accuracy while still maintaining acceptably-fastidmtion speed. Several programs (Simulink
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under Matlab [Sim96], SPW [SPW92], and Ptolemy [Pto97] aghthrem) allow a system to be
defined at the block diagram level graphically, with the fiimt of each block controlled by the
user. This allows both rapid, user-friendly prototypingXfM systems along with the inclusion
of nonidealities (such as finite integrator output swing @uantizer hysteresis) by using the appro-
priate blocks in the simulation. In a similar manner, fulieait simulation programs like SPICE
and Eldd often allow the specification of a circuit witmacromodelswhere a block is modeled
as an ideal version of itself instead of as a transistortidescription. Better still, ideal blocks
can be replaced one at a time with transistor-level desonipt which allows the user to see the
effect of nonidealities in each individual block on ovenalbdulator performance while keeping
the simulation speed faster than for a complete transiet@l-circuit.

Even better still, there exist special-purpose progranittemrspecifically for the simulation of
DT AXMs. Both MIDAS [Wil92] and TOSCA [Lib93] are examples of pnagns which can sim-
ulate and extract key performance parameters from othendeal AXMs as well as DTAXMs
which include important nonidealities such as finite op aram gfinite switch on-resistance, and
clock feedthrough. A program by Medeiro et al. [Med95] goesrefurther: the user specifies
modulator parameters such as required resolution, cldek aad power consumption, and then
the program can design and automatically produce the tiayout for a complete SC modulator
which meets the specifications.

Clearly, a first-time DTAXM designer has plenty of options for generating an outpusit
guence relatively quickly while still including the effsabdf relevant nonidealities.

2.3.2 Continuous-Time Modulator Simulation

The situation for CTAXMs is perhaps not as good, most likely because there has besierably
less attention devoted to the design of GEMs. Nonetheless, there are several choices. As with

DT AXMs, we may represent an ideal @QI>xM with a frequency domain equation akin to (2.11),

X(s) = G(s)H(s)U(s) — H(s)Y (s), (2.14)

3Eldo is perhaps more suited to discrete-time block-levelgation than SPICE.
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where we use the continuous frequency variablather than the discrete one= exp(sT;) and

T, is the sampling frequency. Taking the inverse Laplace foamsof (2.14) does not lead to as
easily-implementable an equation as that which resultad the discrete case (2.12), so for time-
domain simulation, we must represent the system as a sdriasupled first-order differential

equations and solve them using numerical integration.

Example 2.8 For the modulator in Figure 2.16, the equations describingit

behavior are
CrEL = gpG(t) + ko (t)

Cotz = guadi(t) + kg (t)
and the single-bit quantizer is described by (2.13). Im@etimg these equations in

(2.15)

a numerical integration program is perhaps slightly modéotgs than solving the dif-

ference equations, but it is still not terribly difficult. O

It happens that because of the clocked quantizer inside ThHedp, an ideal CT modulator has a
DT equivalent. Thus, there exists a mapping between-th@main description of &>M and the
z-domain which can be exploited to increase simulation sp@edyive intuitive understanding of
modulator behavior. We leave a more detailed discussiohigfuintil the time when we actually
make use of it in Chapter 4.

Once again, ideal CAXM behavior is one thing and the behavior of a real circuit isthar.
As with DT modulators, full-circuit simulation of CT modutas is painfully slow when each
block is described down to the transistor level. Also as mmET case, macromodel simulation
is an attractive option for reducing simulation time whitedorporating key nonidealities: a CT
AXY.M is first described with ideal blocks in a full-circuit sinaibr, then nonidealities can be added
gradually to observe the effect on performance. Often,lgcapblock diagram simulators (such
as those listed in the previous section) can also simulatsySfems, so this too is a choice for CT
AYMs.

As far as specialized CAYXM simulation tools go, the literature seems not to mentiogda
scale efforts. Frequently [Bro90, Cha92, Ush94, Che98adisppurpose programs in a high-level
language such as C are written in the course of studying mtatyberformance. Opal [Opa96]



Chapter 2A>M Concepts 31

has built a fairly general framework based on the CT/DT egjeivce mentioned above, but to this
author’s knowledge, there is no equivalent of a programTSCA for CTAYXMs.

Rapid and realistic simulation of CAYXMs is a central underlying theme of this thesis. We
will be making use of various simulation techniques as weealeito detail, and we will describe

them more as we need to make use of them.

2.4 Summary

Delta-sigma modulation is a technique which combines filteand oversampling to perform
analog-to-digital conversion: the noise from a low resolutguantizer is shaped away from the
signal band prior to being removed by filtering. High-speedversion can be accomplished by
using a continuous-time filter inside the delta-sigma loapg we are interested in this for its
potential applicability to radio receiver and other higadguency circuits. Performance of\&2M

is determined by taking the spectrum of a sequence of ouifiggbnerated from time-domain
simulation of the modulator; it is characterized with sorhthe usual ADC performance measures
such as DR and SNR, while omitting others which have no megamm\XMs such as DNL
and INL. How to actually perform the time-domain simulatisra matter of considerable import
in oversampled converters because they will usually regoiany more output samples than a

Nyquist rate ADC before performance can be measured.
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Chapter 3

AYM Implementation Issues

The theory of ideal delta-sigma modulators is quite welllenstood [Nor97, Chap. 4-5]. The
purpose of this chapter is twofold: first, to summarize thpepa from the published literature
which discuss the effects of commonly-encountered nofittesaon the performance akXMs,
and second, to list the important literature papers reggr@T AXM specifically, of which there
are considerably fewer than those that discuss/A¥IMs. We close this latter section with a
summary of the performance achieved in published highegspgdeAYX.Ms.

3.1 Nonidealities iInAYX.Ms

There are certain considerations that apply to the desidgrotif DT and CT modulators. First
of all, the problem of choosing the CT loop transfer functﬂﬁs) can be formulated in the DT
domain, wheref{ (z) is chosen using any one of the numerous suggestions in #natiite and
then transformed to the appropriafé(s). We will see several examples of this in Chapter 4.
Additionally, there are certain nonidealities which acdbedy affect the performance of DXXMs
which have a similar effect in CIA\XMs. In this section, we take it as given that how to select
a transfer function to achieve a given performance is unoleds we survey the literature on the
performance effect of nonidealities in delta-sigma motloilaand summarize the results that are

germane to the design of single-stage GEMs. A version of this summary for DIMNYXMs

33
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appears in [Nor97, Chap. 11]; we extend it here to includeXCIMs.

3.1.1 Op Amps

Not all modulators include op amps, though many do. If an op arside aA>M deviates from
ideal, performance is invariably worsened. We consideiouartypes of commonly-encountered

op amp problems here.

Finite op amp gain

Probably the most widely-studied nonideal effect is thdirafe op amp dc gain [Hau86, Bos88,

Cha90, Fee91, Can92b, Cha92]. An ideal integrator has adpifeer functiont'(z) = 1/(z — 1);

it can be shown that an integrator built from an op amp withalo g, results in a transfer function
1

z—p(1—1/A)

wherep is a constant. Finite op amp gain cautesky integration the NTF zeros are moved off

F(z) =

(3.1)

the unit circle towards = 0, which reduces the amount of attenuation of the quantizatidghe
baseband and therefore worse SNR. The equivalent problenBm modulator occurs when the
resonators have finit@.

A good rule of thumb which applies to both DT and @QI-Ms is that the integrators should
haveA, ~ OSR, the oversampling ratio [Hau86, Bos88, Cha92, Can92t8@. If this holds, the
SNR will be only about 1dB worse than if the integrators hdahite dc gain [Bos88]. In [Jen95],
which is a CTAXM using the circuit in Figure 2.16, it was shown that the pagtanwhich limited
the baseband noise floor wdgR;,C, whereA, and R;,, are the gain and input impedance of the
op amp and” is the integrating capacitor. That is, the baseband noise fr@m shaped to white
at a frequency given by = (27 Ao R;,C)~!, so once again, higH, is beneficial.

Finite bandwidth (nonzero settling time)

Usually, it is assumed that an op amp can be modeled as a-falfeystem with time constant
7 [Hau86, Bos88, Cha90, Med94]. [Bos88] notes that for mamypdad-data analog filters, the
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unity-gain bandwidth of an op amp must be at least an orderagimtude higher than the sampling
rate; [Gre86] says it should be five times higher.

This requirement is greatly relaxed in DXXMs. Both [Med94] and [Bai96] contend that
incomplete integrator settling is the same as a gain errbictwresults in increased baseband
guantization noise. However, [Hau86] finds that even witletliag error as large as 10%, as
long as it is dinear error, 14-bit performance can be achieved. The fabricagsijd in [Bos88]
exhibited negligible performance loss for< 7, /2. It thus seems that can be on the order of
T, for acceptable performance. Chan [Cha92] found somethintes for a CT AXM: op amp
bandwidths could be as low &5, the sampling frequency, and still give negligible perfarme

loss.

Finite slew rate

Generally, in DT circuits we are worried about slewing of timeut signal. A DT AXM, however,

is oversampled, which means the input signal is slow congptré¢he sampling rate; thus, what
concerns us is slewing ofiternal signals (most particularly op amp outputs). It might appear
that slew-rate limiting of these signals should not make diffgrence on top of that made by
imperfect settling—so long as the outputs are “close enbtgthe correct values after a full
clock period, why does it matter whether they approach thakees by slewing rather than linear
settling? In fact, itdoesmatter because op amp slewing is@nlinearsettling process [Cha90],
and this introduces input signal harmonics in the outputispes which degrades SNDR [Med94].
In [Bos88], a large increase both in quantization noise arthbnic distortion was observed when
the slew rate dropped belowl A /Ty, whereA is the difference between adjacent quantizer output
levels. Note well, however, that this is @xtremelyrelaxed requirement compared with non-
oversampled circuits—slew rate is one of many parametensioh AYXMs are quite tolerant of
imperfections.

We show by example that a similar thing happens inA&ASIMs.

Example 3.1 Typical integrator and quantizer output waveforms foraaai CT

double integration modulator with a small dc input are deguildn Figure 3.1. The
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Figure 3.1: Typical integrator output and quantizer waueie

first integrator operates on the sum of two currents, a cahsetee determined by the
guantizer bit and a nearly-constant one from the input (Wwhicgeneral is slowly-
varying compared to the sampling clock). Hence, the integr@utputz, () appears
as a straight line. The outpgt(¢) is the integral of the sum af, (¢) (a straight line)
and the output bit (a constant), so it has a parabolic shape.

A typical output spectrum for the ideal modulator appeans &gure 3.2(a). For
the modulator parameters chosen, the maximum slew rate@eedor thef, = 1GHz
sampling clock is about 0.35V/ns. If we limit the slew ratet@5V/ns, the graph
in Figure 3.2(b) results. We see both a slight increase ielimsd quantization noise
anda large increase in harmonic distortion. Clearly, avoiditeyv-rate limiting in CT
AYMs is as important as in DT circuits, though doing so is noallguifficult. O

Limited output swing

An mth-orderAXM hasm states whose values at sampling instants completely dietenmmod-

ulator behavior. It is usually the case that the integratdpot voltages are precisely the system
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Figure 3.2: Output spectra using op amps with (a) no sle/naiiting, (b) slew-rate limiting.

states. Therefore, if the integrators are built with op amipsse output swing is not large enough
to produce the required state values, modulator behavibbbevaltered. Both [Hau86] and [Bos88]
illustrate that clipping the integrators results in sevamseband noise penalties. Fortunately, this
problem has been very well-studied, and it is not difficulstale the parameters in&>M to
avoid clipping op amp outputs (e.g., [Cha90] among otheZ&)cuit noise considerations yield a
practical lower limit on how small signal swings can be.

Gain nonlinearity

If the gain of the op amp depends in a nonlinear manner on thargpinput voltage, harmonic
distortion of large input signals appears in the output spat[Bos88, Med94, Dia94, Ber96]. It
is difficult to give general results for how much nonlineagan be tolerated; op amp gain should
be made as independent of input signal level as possiblegththe amount of independence
required depends on the desired modulator resolution. @aihnearity in the op amp nearest the
input stage has the greatest effect because later-staga@dinearities are divided by the (large)

gains of earlier stages when referred to the input [Bos&8;fact is important in both DT and CT
AYMs.
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3.1.2 Mismatch and Tolerance

A traditional notion abou\YXMs (as compared with Nyquist-rate ADCs) is that they ofteache
not have matching or tolerances better than the desiretutesoof the converter. This is true for
mismatch among components in the forward loop (i.e., in top [filter), but not true for DAC

level mismatch.

Component mismatch and tolerance

In SC AYXMs, a mismatch between sampling and integrating capadit@aa SC integrator stage
results in a gain error [Reb89, Baz96] whose effects we et tn a manner similar to [Bos88].

There exist layout techniques to keep integrated capaait@tched quite well [Reb89]; as well,
using large capacitors and/or clever circuit architectwan alleviate problems [Baz96]. To give
an idea of the required tolerances, in a particular 90dB Swaerter, it was found 5% error in

individual coefficients of the loop filter led to performariosses of only 1-3dB [Cha90]. Sensi-
tivity to tolerance obviously depends on the exact circrghéecture, so it is difficult to generalize.
However, for a typical CTAYXM, matching requirements are unlikely to be terribly steng just

as was found in [Cha90].

Multibit DAC level mismatch

AY.Ms frequently employ a one-bit quantizer for two reasonss iasy to build, and because
a feedback DAC with only two levels is inherently linear [S8h If we choose to build our

modulator with a multibit quantizer, then we require a nhittDAC, and now any errors in the
spacing between DAC levels are directly input-referredusiht would appear the resolution of
the overall modulator depends directly on the DAC matching.

Fortunately, there exist techniques calththamic element matchirmghere mismatched DAC
elements are “shuffled” so that different elements are uael #me the same output code occurs.
A survey of this area alone is quite interesting, though fewlly and relevance reasons we omit
it. The most important papers which discuss DEM techniqueg@ar87, Bai95, Kwa96, Jen98,
Shu98], and [Nor97, Chap. 8] contains a good summary of ptégewledge in the area. This
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same chapter also goes into digital-post correction schevhieeh can also compensate for multibit
DAC errors. All DAC error correction schemes could in thety applied just as well to CT
designs, something we discuss morg4rb.

3.1.3 Quantizers

Just as\X.Ms are tolerant of mismatch, so too are they tolerant of comquantizer imperfections
[Hau90]. The quantizer is preceded by several high-gaigestaso dc offsets (or level spacing
errors in a multibit quantizer) are negligible once inpefierred. Of course, the comparator must
be “fast enough” to resolve its input signal to the desiregiddevel; there is some discussion on
this point for DT designs in [Hau90], and for CT designs, natcim has been said. We devote
considerable attention to this important point in Chaptef this thesis.

It transpires that for one-bit quantizers, hysteresis istewibly problematic. Boser [Bos88]
shows that hysteresis may be as sevel@ BS (one tenth of the step size) with negligible perfor-
mance loss in his SC circuit, though Chan [Cha92] found airement of0.01A in his CT circuit.

We consider hysteresis in Chapter 6, and we discover thakENs are very tolerant of it.

3.1.4 Circuit Noise

In simulation, the in-band noise floor in&>M output spectrum is determined by quantization
noise only in an ideal modulator. Certain nonidealities IXAC level mismatch (discussed above)
and clock jitter (discussed below) can also contribute #band noise in a simulation. In manufac-
tured circuits, often it is the input-referred electronircait noise that limits performance [Bos88].

Once again, circuit noise depends on the circuit architectdn a typical SCAYXM, noise
comes from three main sources [Dia92a, Dia92b].

1. Switch resistance means the voltage sampled onto thedapacitor has uncertainty’/C
[Gre86] wherek is Boltzmann’s constant]’ is absolute temperature, addis the capaci-
tance. Depending on resolution, this might require reddyilarge input capacitors—for par-

ticularly high-resolution converters, integrating suepacitors onto a chip might be prob-
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lematic [dS90]. Off-chip capacitors could be used, or usirggl integrator as the first stage

with DT integrators for later stages also works [dS90].

2. The thermal noise of the first op-amp must be kept smals ilversely proportional to the
transconductance,, of the input MOS differential pair, which can be controlleg $izing
the input devices appropriately [Gre86].

3. MOS transistors also have so-called noise [Gre86], where low-frequency noise increases
as 10dB/dec with decreasing frequency. This can be overeothaso-calledchopper stabi-
lization[Gre86, dS90] where the/ f noise is cleverly modulated to the sampling frequency
and thus filtered out by the decimator. As well, it is unlikéhat 1/ f noise would affect a

band pasg\YM, since then the baseband would be away from low frequencies

We leave a discussion of thermal noise in typical €T Ms for Chapter 7 where we present test

results on an actual fabricated circuit.

3.1.5 Other Nonidealities

There are a few other nonidealities which have been studiembmnnection withAYXMs. Two
effects which matter in SC designs, but not in CT designs,nareero switch “on” resistance
and signal-dependent charge injection. The first of thesigdithe maximum modulator clock rate
because of th&(C' time constant involving the switches and the sampling dépgéiau90], hence
small-resistance switches are often important. The sed@tdrbs the voltage on the sampling
capacitors, though it can be circumvented with techniquek sis differential circuitry [Bos88],
additional clock phases [Bos88, Baz96], and bottom-planeding [Baz96].

Designing the first stage

We have already alluded to this in the previous subsectlmrtsye say it explicitly here: the first
stage is the most important to design well in terms of itsrtte@moise, linearity, matching, etc.

This is because nonidealities in later stages, when irgfetned, are divided by the total gain
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preceding them. By design, each stage XM has a high gain in the signal band, so stages two
and beyond have a reduced influence at the input, but thetfug sloes not. Thus, in a DIXM,
considerable effort must be spend designing the first op auB[7] while requirements on later
op amps may be relaxed. Likewise, the first transconductar@T AXM is the most important
for overall thermal noise and linearity [Jen95, Mor98]. Asmiatch in the input differential pair
transistors leads to an offset which results in a dc termeénatiitput spectrum; special care must

be taken in converters where dc is not removed by the decimato

Component nonlinearity

Earlier we mentioned nonlinearity in the first stage op amp gharacteristic adds harmonic dis-
tortion. The same thing happens if components near the argutonlinear. For example, [Hau86]
shows how a voltage-sensitive first integrating capaciegrddes performance in a typical SC
AYM. In [Jen95], the input transconductor in their QXM uses a differential pair degenerated
with an emitter resistor to sef,,; it is observed that the linearity of this resistor whichhie key to
the linearity of the whole circuit. If the first integratingeacitor is slightly nonlinear, harmonics
of the input signal appear in the output spectrum—the regsuipectrum looks similar to the one
in Figure 3.2(b). Usually, component linearity requirerseare more stringent than component

tolerance requirements.

Clock jitter

How important is timing jitter in the quantizer clock inZ®M? Compared to a Nyquist-rate con-
verter, Harris [Har90] found\>XMs had a tolerance to white jitter improved by the oversangpli
ratio for the same jitter variance. Boser [Bos88] found thme thing, but he also noted that be-
cause jitter noise falls as/OSR while quantization noise falls agOSR™**, modulators with
high OSRs are more likely to be performance-limited by jitian der Zwan [vdZ96] presents an
argument that CIAYX.Ms are more sensitive to jitter than DIXMs; we will take this issue up in

Chapter 5 when we consider in detail the problem of cloc&ijith CT AXMs.
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3.2 Important CT AXM Papers: A Survey

No study of CTAYXM would be complete without a review of the significant papeise literature
on the subject. We present a chronological listing of thegeps as unearthed by the author in an
extensive literature survey with a brief description oftgamnd we then summarize the performance

achieved in tests of actual fabricated circuits.

3.2.1 Paper List

[IN062], [IN063] The first of these papers is whete-M was first published, though there was a
patent granted to Cutler a couple of years earlier [Cut60f 3econd paper contains some
analysis of a CTAXM with both a single and double integrator. In particulae &dB
and 15dB of SNR improvement per octave of oversampling ferfittst- and second-order
modulators are derived. They build circuits for both andfyehe predicted performance,

and apply the circuits to the encoding of video signals.

Following this paper, over the next twenty years there wetenmany papers oh>XM be-
cause integrated MOS processes were still expensive. Asbibeame cheaper, the DSP

required in the decimator became cheaper, and hAnidds began to receive more interest.

[Can85] It is this paper which really sparked interestX:M as a method for ADC. It is widely
cited as the source for the so-calldduble integrationAYM, although in fact [In063]
predates it. Such AYXM contains two cascaded integrators and implements (NJTE
(1 — 271)?, i.e., double differentiation of the quantization noisee #énote this modulator
the standard [low pass] second-ordex>M since, as we shall see, there have been many
subsequent implementations of it. This paper is the firstetavd the DT/CT loop filter
equivalence

21

(z—1)?

for a feedback DAC that emits full-period pulses, and a&3IM circuit was built based on

1+ 1.58T

f](s) 277

H(z) = (3.2)

this equivalence.
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[Koc86] Thisis also a double integration QYXM, following Candy’s lead. With a 15MHz clock,
the achieved performance was 77dB over a 120kHz bandwidtlagower consumption of

20mW—certainly not poor even by today’s standards.

[Ada86] Miles ahead of its time, this paper describes a fourth-ofaarbit (i.e., with a four-bit
guantizer) CTAYM that achieves 18 bits of resolution at 24kHz. The crucisliesof DAC
waveform asymmetry (i.e., differing rise and fall timestat DAC output) is first discussed

here. This will be mentioned again in Chapter 4.

[Gar86] Floyd Gardner’s paper is the first to describe tmpulse-invariant transformatiobe-
tween CT and DT as an alternative to the (perhaps more comhilimgar transform. We

mentioned its existence §2.3.2 and we will make use of it in Chapter 4.

[Pea87], [Sch89], [Gai89]The idea of band pass>M was, to the author’s knowledge, first sug-
gested in the first of these papers, though it can hardly letbat those proceedings are
widely available. InElectronics LettersSchreier and Snelgrove first introduced the idea to
a wider audience in the second paper listed; unbeknownketu at the time, a U.S. patent

had been granted to Gailus et al. a few months earlier, asittaecitation shows.

[G0s88], [Gos90] These papers were the first to point out that a delay betwessathpling clock
edge and DAC pulse edge affects the performance of AEWM. We shall denote this delay
asexcess loop delaynd as we shall see in Chapter 4, it turns out to have a majgadhon
the design of CTAXMs.

[Bro90] This was an early paper on how to simulate DT systems in Cdtlwa third-order CT
AYM as an example and showed how to simulate its behavior bathand SABER. The
bilinear transform was used to map betweeands domains, though we prefer the impulse-
invariant transformation.

[Hor90] Another paper very advanced for its time and often overldpkealso discusses excess
loop delay in CTAXM and is the first to suggest the use of the modifiedransform to
account for loop delay in the design of high-order GEMs. While [Gos88] showed that a
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certain amount of loop delay is beneficial to a first-order &£XM, this paper extended the
results to higher-order CAXMs.

[Asi91] Although no circuit was actually designed here, this is atygmper that considers some
issues in the design of very fast C¥>Ms. For a standard second-order GEM clocking
at 500MHz in GaAs, the authors examine the effect on SNR defiop amp dc gain, gain-
bandwidth product, and signal swing, and small nonlinearin the op amp, and conclude
that a 10-bit converter could be built to work at this speed.

[Com91] This is one of the few CTAYXM papers that doesn’t use op amps: it is a CMOS current-
steering design. Nothing much similar has appeared in tieature to this author’s knowl-

edge since its publication.

[Thu91] At the time this paper was published, the idea of band pesSM was relatively new.
This paper is the first to use the impulse-invariant tramségron to design a continuous-
time BP AYXM. They designed a loop transfer function with nonoptimakeashaping; it

took [Sho94] to explain how to overcome this.

[Cha92] The authors talk about design issues of a standard secded-©fT AXM in GaAs for
500MHz clocking, including finite op amp dc gain and gain-haidth product, and quan-
tizer hysteresis and delay. They then fabricate and tesitatgpe whose poor performance
is attributed to poor comparator sensitivity. However, tireuit was one of the first to

demonstrate the feasibility of integrating high-speed/A3IMs.

[Can92b] This is the first of two IEEE Press books published ak®diM. It is a compendium of
Candy and Temes’ opinion of the important paperaM up until early 1990. This author
recommends owning a copy to anyone workinghliM design since most or all important
early papers may be found in this convenient reference.

[Hal92] Thisis another early high-speed modulator, this tim&im CMOS clocking at 150MHz.
It describes a standard second-order £XIM and achieves 10-bit resolution at an OSR of
128.
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[Wan92] It had long been suspected that the standard double inagrat M is stable for dc
inputs up to the rails. This paper proves it using a geonataiggument about the bounds of

internal states.

[Tro93] These authors designed a BP @G EM on an analog-digital FPGA. As in [Thu91], they
didn’t implement the correct/ (2)...

[Sho94] ...it was in this paper that a correct method for designingdyaass CTAYXMs based on

the impulse-invariant transform was explained.

[Ush94] This paper isn'’t terribly interesting except for the facittkhey model the quantizer as a
steep tanh function for simulation purposes, which alldvest to write and simulate linear

differential equations for & XM. Little seems to have been made of this since then.

[Ris94] Lars Risbo’s doctoral thesis is unique. Motivated by hisree® build the best-sounding
CD player possible, he examines stability and design methiod high-order single-bit
AY.Ms in ways that are highly innovative and original. Sadlg igieas will likely be appre-
ciated by few because they are almost too clever: it tookathikor three separate attempts
over one year to grasp much of what Risbo says. Nonetheldsdsta reference work to
be taken seriously for anyone wishing a deep understanding>iMs. His Appendix C
contains some discussion of clock jitter in @QB:Ms, a topic we cover at length in Chapter
5.

[Fen94], [Nar94], [Jen94] Three high-speed CAYMs appeared at the GaAs Integrated Circuits
Symposium in 1994. The first listed clocked at 500MHz, the@edat 2GHz, and the third
at 4GHz; the first two are standard second-order low pass @asgns while the third
is a first-order low pass InP design. All three designs seffdrom moderate amounts of

harmonic distortion in the baseband.

[Jen95] We spent considerable time studying this paper. It dessiibe building of a standard
second-order CTAYXM using InP double heterostructure HEMTs clocking at 3.2Gétz
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converting a 50MHz baseband signal and 71dB SFDR is achiesedrcuit diagram of

their modulator was shown in Figure 2.16 on page 25.

[Mit95] The authors of this paper simulate, but don’t build, a firsteo CTAYXM in CMOS that
dissipates only 3mW at a clock speed of 128MHz.

[Sho96], [Sho97]Omid Shoaei’s excellent Ph.D. thesis is, to date, the defnitork on high-
speed CTAYM. It is required reading for anyone working in the area. Sh@dtempted
to build a 250MHz fourth-order band pass @M for conversion of narrow band signals
at 62.5MHz, but the final performance was thwarted by unebgoihigh fabrication toler-
ances and a lack of common-mode feedback circuitry in histtanductors. Shoaei’s work
will be referred to extensively throughout this thesis. Tirs citation is the thesis itself, and

the second is a journal paper which summarizes the thesis.

[Erb96] This brief paper describes a silicon bipolar standard s;t@vder CTAX.M clocking at
1.28GHz. The performance is at best 8 bits, though the papaErgth permits very little
detail to be given. It is implied that the authors use a ctrauthitecture similar to that in
Figure 2.16.

[Sch96a] This paper explains how to design a QM by transforming it to a DTAYXM design
problem using the impulse-invariant transform. While [S6pdeals with the problem in

pole-zero form, [Sch96a] represents the modulator in-Spéee.

[Opa96], [Don97], [Don98b], [Don98a]Opal’s 1996 work focuses on the rapid simulation of
clocked CT systems in the DT domain. Since then, a studenspiikui Dong, has writ-
ten several papers about rapidly simulating nonideal effiecCT AYXMs, most particularly
thermal noise. Such a tool is extremely useful, and the sitiaud results look plausible, but

unfortunately no experimental validation of their reshiés been provided to date.

[vdZ96], [vdZ97] These nice papers present fourth-order £XMs with very low power. The
firstis a 0.2mW voice band coder, the second a 2.3mW audia.cBdéh achieve about 15
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bits of performance. [vdZ96] also contains some discusaiimut tradeoffs between DT and
CT designs.

[Ben97], [Gao97a] As noted, excess loop delay in a QI M worsens performance. Both these
papers talk about how to compensate for loop delay with gp@te feedback and tuning.
We will be examining this further in Chapter 4.

[Rag97] Written by the authors of [Jen95], this paper describesei@ul6 with an additional
transconductor element to turn the low pass modulator intoldly band pass one with a
noise notch tunable from 0 to 70MHz and a 4GHz sampling cldclaim of 92dB SNR is
made for a very narrow bandwidth corresponding to an OSRafrat 5000.

[Che97] Itis believed that this is the first mention of the performaetfects of quantizer metasta-
bility in CT AXMs. It was written by the author, and a large amount of new rredtalong
these lines is given in Chapter 6.

[Nor97] This is the second IEEE Press book ab&XM. Instead of a compilation of papers,
the editors commissioned various authors to write chaprtetbeir areas of expertise on
many aspects aAXM theory, design, and simulation. It, too, is highly reconmded as
a reference work for anyone in the area—the book has acqtheedhoniker “the orange
Bible”.

[Miy97], [OIm98] In these papers, a 5GHz HEMT modulator was designed for a SObérd-
width, and 7-bit performance was achieved. It must be ndtedgever, that this performance
was achieved with a signal band that did not extend below 6Mhkiz was apparently to

avoid further SNR degradation by th¢f noise of the devices.

[Jay97] Following [Jen95], these authors make a fourth-order BPACIM clocking at 3.2GHz
with an 800MHz center frequency. They achieve 7-bit pertomoe in a 25MHz band,
though they estimate with proper design this could be raieetlO bits. We arrive at a

similar conclusion for our 4GHz modulator in Chapter 7.
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[Gao97b], [Gao98b] These papers present an aggressive 4GHz CT second-ordigrdisdesign
in 25GHz Si bipolar technology for direct conversion of 998¥lanalog signals. In a very

narrow bandwidth, 10-bit performance was achieved.

[Che98a], [Che98b] The author presented these papers at ISCAS 1998 in Monté&iey.first
deals with simulating CTAYXMs, something we covered briefly in the previous chapter, and
the second deals with the nonideal effects of excess lo@ydelock jitter, and quantizer
metastability on the performance on @QIXMs. This thesis is in large part an expansion of

the second paper: we devote one chapter to each of thes&kéyeenidealities.

[Gao98a] Preliminary test results on a fourth-order 4GHz CT band pasdulator in a 40GHz
SiGe HBT technology are presented in this paper. We grextiynd these results in Chapter
7 of this thesis.

[Oli98] In this paper the effect of jitter in the DAC pulse width ofugt-to-zero-style first- and
second-order modulators is studied. The authors concasdg;he97] did earlier, that jitter
in the width of the DAC pulse is not noise-shaped and henceadeg performance. How-
ever, their new result is that a second-order modulatoriges\vfirst-order shaping of pulse
starting timejitter; hence, they propose using a monostable multividsras a quantizer,

which produces fixed pulse widths even in the presence odivi@pulse start time.

[Mor98] This is the first paper to the author's knowledge which caorsta high-speed design
of order three. This circuit contains two separate modutator | and Q channels with
integrated mixers, similar in architecture to Figure 2.Tyomhere the mixing is done as
part of the first stage of the modulator so that the moduldat@sselves are low pass. In a
50MHz bandwidth, 35dB SNR was achieved.

3.2.2 High-Speed CTAXM Performance Summary

Table 3.1 summarizes the order and type of the high-speed\EW designs surveyed, where

“1LP” means first-order low pass, “2BP” means second-oraadipass, etc. The majority of the
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Table 3.1: High-speed CAX.M published performance.

Paper Technology Type fs OSR DR SNR
(dB) (dB)
[Cha92] 1um GaAs D MESFET 2LP 200MHz 100 58 50
[Hal92] 2um CMOS 2LP 150MHz 128 63 57
[Fen94] 0.5um GaAs HEMT 2LP 500MHz 100 60 55
[Nar94] 1.4um GaAs HBT 2LP 2GHz 20 43 37
[Jen95] 2.0um InP DHBT 2LP 3.2GHz 32 49 50
[Mit95] 1.2um CMOS 1LP 128MHz 128 60 57
[Sho96] 0.8um Si BICMOS 2BP 200MHz 500 50 46
[Erb96] SiBJT 2LP 1.28GHz 64 - 45
[Rag97] 2.0pum InP DHBT 2LP/BP | 4GHz 64 44 41
[Gao97b] 0.5um Si BJT 2BP 3.8GHz | 10000| 607 49
[Jay97] AlGaAs/GaAs HBT 4BP 3.2GHz 64 42 41
[OIm98] | 0.4um InGaP/InGaAs HEMT| 2LP 5GHz 50 51 39
[Gao98a] 0.5um SiGe HBT 4BP 4GHz 500 62 53
[Mor9g] 0.5um SiGe HBT 3LP 1.6GHz 16 - 35

49
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designs are implementations of the standard double-@tiegrmodulator with a loop filter given
by (3.2),H(z) = (22—1)/(2z—1)?. The two second-order BP modulators are for convertingoanal
signals at one quarter of the sampling frequency to digdeklly, they have the same performance
and stability as a first-order LP design. The two fourth-oB¥e designs are alsfy /4 designs, and
they have the same performance and stability as a douldgrattonAXM. Thus, all the high-
speed designs listed except the last one are first- or semaied- For each clock ratg and OSR,
DR and SNR,. are also listed.

The performance of an ideal first- or second-order modutatnibe found from DT simulation
as we did in Example 2.5 or from [Sch93, Fig. 7]. Based on thess@approximate formula for the

achievable performance in a double integration modulator i
DR & 15log,(OSR — 13 dB, SNRyax ~ 151og,(OSR) — 20 dB. (3.3)

Table 3.2 shows how each of the published 2LP/4BP modulamrgpares to (3.3). Generally,

Table 3.2: Performance in published double integratiod&Ms relative to ideal simulation.

Modulator || [Chag2] | [Hal92] | [Fen94] | [Naro4] | [Jenos] |

£, (GHz) 0.2 0.15 0.5 2.0 3.2
OSR 100 128 100 20 32
DR loss (dB)|| 29 29 27 9 13
Useful OSR || 18.7 240 | 21.0 11.9 15.1

Modulator || [Erboe] | [Rag97]| [Jay97] | [OIm9s] | [Gaoosal|

fs (GHz) 1.28 4.0 3.2 5.0 4.0
OSR 64 64 64 50 500
DR loss (dB) 25? 33 35 21 59
Useful OSR 15.1 9.5 8.5 14.9 16.6

we see performance falling far short of ideal, particuldolyOSRs of 64 or more. Frequently in
papers that publish output spectra it is clear that the igawad is filled with white, rather than
shaped, noise. Thus, doubling the OSR results only in a 3dBnfRovement instead of 15dB
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Useful OSR

Figure 3.3: Ideal vs. real spectra in double integration nators.

for an ideal second ordexXM as depicted in Figure 3.3. We could extrapolate backwardise

approximate point where noise shaping ends and white negiadas
Useful OSRx~ QSR 2PR10s912 (3.4)

This is termed “useful OSR” because it is the OSR for whiclse@haping ceases, and it is listed
in the table for each modulator.

Clearly, there is little benefit in using OSR 15 for GHz-speed modulators. It is surprising
how consistent this number is, even with quite differentklgpeeds and semiconductor processes.
The problem is not with CTAXMs in general—[Ada86], for example, achieved BR105dB in
a 20kHz band—it is witthigh speedCT AYXMs. It might be that all these modulators are limited
simply by thermal noise; the same thermal noise spec woulgdec80dB more noise in a 20MHz
band than in a 20kHz band, so a 4GHz modulator would be maglylik be thermal-noise limited
than a 4MHz modulator with the same OSR. Still, there are abmuraf other possibilities which
we explore in the coming chapters.

3.3 Summary

Published high-speed CAXMs achieve poor performance compared to an ideal moduléfer.
spend the remainder of this thesis investigating the padoce-limiting nonidealities in high-
speed CTAYXM design.
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Chapter 4

Excess Loop Delay

Consider once again the high-speed double-integrationutatad from Figure 2.16 [Jen95] re-
produced in Figure 4.1. The quantizer is a latched compavatose output drives differential

O +

¢ I¢
gm2 \Cz gml \Cl \p
+0 = +3 =
AT IS A T > F
-0 + - +
| CZ | Cl
AN AN
k,| Kk,

Figure 4.1: Example of high-speed double integrationZ&3TM.

pair DACs; their output currents sum with the transconduotdputs. Ideally, the DAC currents
respond immediately to the quantizer clock edge, but intp@cthe transistors in the latch and
the DAC have a nonzero switching time. Thus, there existdaydeetween the quantizer clock
and DAC current pulse. It is this delay that we oaticess loop delayr simply excess delagr

loop delay There is really no analogous problem in DT modulators; gestthe closest thing is

incomplete settling, which we discussediihl.1.
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Excess delay has been studied in the literature beforephdaimmary of past work is appro-
priate. Gosslau and Gottwald [Gos88, Gos90] found thatexdelay of 25% actually improves
the DR of a 1LP CTAXM. Horbach [Hor90] confirmed this and extended the resultsigher-
order LP modulators, showing that excess delay is detriahémtheir performance. Chan [Cha92]
found a full sample of feedback delay in his 2LP modulatorse@u10dB of SNR loss. Shoaei
[Sho96] found excess delay problematic in 2BP and 4BP meéahslaGao et al. [Gao97a] propose
feedback coefficient tuning and demonstrate that it altegidelay problems in a 4BP modulator,
while Benabes et al. [Ben97] add an extra feedback loop tdrargbdulator for the same purpose.

One of the aims of this chapter is to unify and summarize thet wark in the area, but we
also contribute new material. First, most authors use thdified Z-transform for studying excess
delay, but we explain here why this is inappropriate and destrate a preferred method. Second,
we consider higher-order LP and BP modulators in much mdesldiean has previously appeared.
We also consider multibit modulators, something which seaot to have been done in the past.
Ideas from this chapter have appeared partially in [Che9&td the chapter has been accepted
almost verbatim in its entirety for journal publication [€39Db].

4.1 Preliminaries
A general CTAXM is depicted in Figure 42 The CT inputi(t) (possibly prefiltered by(s))

fo
st —

A(s) + =y

)

at) —= G(s)

DAC

()
Figure 4.2: General CAXM block diagram.

We have made a slight change from Figure 2.1: the DAC outpuis added to the input instead of subtracted.
This is a trivial difference which will invert the sign & (z), but otherwise leave modulator behavior identical.
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is applied to a modulator with a CT loop filtéf(s) whose output we denotit). The quantizer
samples this signal at frequengy, or equivalently with period/; this produces a DT output
signaly(n) = y(nT}), which is fed back through a DAC.

4.1.1 CT/DT Modulator Equivalence

It is useful to begin by explaining how to find the equivalerit Dop filter H(z) for a given CT
loop filterﬁl(s) (we first mentioned this equivalence§p.3.2). Why does such an equivalent exist?
Because the quantizer in a QYXM is clocked, which means there is anplicit sampling action
inside the modulator, and sampled circuits are DT circuit&e can make the sampling explicit
by placing the sampler immediately prior to the quantizedeysicted in the upper left diagram of
Figure 4.3—this does not change the behavior of the modul#tae want to know how this is

v u=—~ Ho) O =ym)

ac) ' - f
50 <{DAC]

V V

1
f==
(n) yeo | . & T x(n) (n) (n)
oA e e DAC—— M) |
1[ 1
t t T

Figure 4.3: Open-loop CAYX.M and its DT equivalent.

equivalent to a DT modulator, shown in the upper right of Fégd.3, then it is illustrative to zero
both inputs and open both loops around the quantizer. Thsléo the bottom two diagrams of
Figure 4.3.
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In the CT open-loop diagram, the quantizer outpt) is a DT quantity, and we may think of
the DAC as a “discrete-to-continuous converter”: it mak&Tgpulsey(t) from the output sample
y(n). This pulse is filtered byf[(s) (the CT loop filter) to produce(t) at the quantizer input,
which is then sampled to produce the DT quantizer ingut). The input and output of both the
CT and DT open-loop diagrams are thus discrete-time quesith CT modulator would produce
the same sequence of output hjts) as a DT modulator if the inputs to the quantizer in each were
identical at sampling instants:

x(n) = Z(t)|i=nT, - (4.1)
This would be satisfied if the impulse responses of the opgmditagrams in Figure 4.3 were equal
at sampling times, leading to the condition [Thu91]

Z7YH(2)} = L7{Rp(s)H(5) Hi=nr, (4.2)
or, in the time domain [Sho96],

h(n) = (o (t) = hO)llimur. = [ Fp(r)h(t = )drlimur, @3)

wherer(t) is the impulse response of the DAC. Since we are requirin@thend DT impulse
responses to be the same, the transformation between the ¢aibed thampulse-invariant trans-
formation[Gar86].

Without loss of generality, we shall simplify the discussily normalizing the sampling period
to T, = 1 second for the remainder of this chapter.

4.1.2 Usefulness of Equivalence

Knowledge of the equivalence allows us to perform &XM loop filter design in the DT domain
using any design technique we choose, for example, NTF fyyqutg [Nor97, Chap. 4]. Once we
have chosetf/ (=), we may find theff (s) to implement the CT modulator with identical behavior,
given a certain type of DAC pulse. For simplicity, we assunpedectly rectangular DAC pulse
of magnitude 1 that lasts fromto S, i.e.,

. LLa<t<p, 0<a<p<l1
P8 (t) =

(4.4)
0, otherwise.
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Table 4.1 lists thes-domain equivalents fog-domain H(z) poles of orders one through three.
These were found by solving (4.2) in the symbolic math progkéaple [Red94] where the Laplace

transform of (4.4) is
- exp(—as) — exp(—0s
Riap(s) = ( ) ( ). (4.5)

S

It is found that az-domain pole of multiplicityl at z;, maps to one af;, with the same multiplicity,
with
S = In z. (4.6)

Therefore, to use the tablé{(z) is first written as a partial fraction expansion, then we gppl
the transformations in the table to each term and recomlbiem tto get the equivalerf (s).
Poles at dc (i.ez; = 1) end up givingd! /0! as the numerator of thedomain equivalent, which
necessitatesapplications of I'HOpital’s rule; this has been done in tight column of Table 4.1.
The table extends the work in [Sho96] to genéral) and also to third-order-domain poles.

Example 4.1 Many designs use DACs with an output pulse which remains con
stant over a full period, which we shall terrman-return-to-zer¢NRZ) DAC. For this
type of DAC, («, 5) = (0, 1) in (4.4). Moreover, we saw that many of the high-speed
designs in Table 3.1 were second-order LP designs; thdsedattifiate the quantization
noise twice so that NTE) = (z — 1)? and

—2z+1
H(z) = 7w (4.7)
Writing this in partial fractions yields
—2 —1
H(z) = —=+ (4.8)

z—1 (2—1)%

Thusz, = 1, which means;, = 0 from (4.6). Applying the first row of Table 4.1 to
the first term of (4.8) and the second row to the second terim(wit3) = (0, 1) gives

R -2 —1 .
H(s) = 24 ZLt00s (4.9)

s 52
1+ 1.
_ L les (4.10)

52
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Table 4.1:s-domain equivalences fardomain loop filter poles.

z-domain pole

s-domain equivalent

Limitfor z, =1

Yo

7o w Yo

T0

Z—2k A S s—sn
T = Sk ro = 72
__ Yo _ LSRN Yo Tris+ro
(z—21)? (s=s6)* 7 2p(zp =2, 0)2 (s—sk)?
"L = @15kt qo
o = Q1Si o= %(Oﬁf%j)yo
a = AP1-p) -0 -a) o = o
o = z “—z "
Yo ras?tristro Yo ros®4ristro
G—zn)® sl X BEre—a ) G—si)?
T2 = §CI23k —q
o= =@t + qsk + qo
ro = 3425}
@ = (1-0)2-0)z")? r2 = HF%518(8-9)
+ (1-a)2-a)(z)? + a(a—9)+4ab + 12
+ [B(B+3)+a(a+3) ro= 3letiun
— 41+ apf)|zp %2 o ro = 5
a = G-8)ETDP+E - )
+ (a+B—-3)z "
w = (3 "=z
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As noted in§3.2.1, (4.10) was first derived by Candy [Can85] as the CTvedgmt of
the DT double integration modulator in (4.7). O

Our CT/DT transformations are based on expressing the Ittepifi pole-zero form, though
this is not the only way to do it. Schreier [Sch96a] uses stptee representation, and others
[Sho96, Gao97a] use pole-zero with the modifiedransform to account for excess delay, some-
thing we avoid here for reasons which will be explained beléw well, we only deal with loop
filter equivalence, which affects the noise transfer funtin the linearized\>M model. There
are some subtleties regarding the signal transfer fun¢Boon96, Sch96a] which we simplify by
assuming a signal transfer function of 1 in the signal bars &ssumption is approximately valid
for most designs.

4.1.3 Effect of Excess Loop Delay

As noted in the introduction, excess loop delay arises tsaf nonzero transistor switching
time, which makes the edge of the DAC pulse begfirer the sampling clock edge. We assume
that excess loop delay can be expressed by

Ta = pals (4.11)

which is depicted for an NRZ DAC pulse in Figure 4.4. The sangpinstant iss = 0. The value

1 >

s ﬁ'[d% Ts

Figure 4.4: lllustration of excess loop delay on NRZ DAC puls

of 7, depends on the switching speed of the transistgprdhe quantizer clock frequendfy, and
the number of transistors in the feedback pathas well as the loading on each transistor. As a
crude approximation, we may assume all transistors switiiy dfter 1/ f, in which case
~ ne fs

fr

74 could end up being a significant fraction’df depending on the parameters in (4.12).

Pd (4.12)
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Example 4.2 In the design in Figure 4.1, suppose we desire 12-bit DR in a
50MHz bandwidth. This will require an OSR of about 50 [Sch3@hich means we
must clock atf, = 50(2 - 50) = 5GHz. If the quantizer is an ECL-style latched
comparator, its output differential pair must switch; tha@®must also switch, and
thusn, = 2. In a fr = 30GHz process, therefore,

2.5
pam - = 33% (4.13)

is the amount of excess delay predicted by (4.12). O

Excess loop delay is problematic because it alteesxd 3, which means it affects the equiv-
alence betweett/ (s) and H(z). We can calculate the effect mathematically by using Tat#le 4
which lists thez-domain equivalents fos-domain 7 (s) poles of orders one through three. As
with Table 4.1, these were calculated with the help of Mapid &.2). Ans-domain pole of

multiplicity [ at s, maps to one at; with the same multiplicity, with
2k = eXp Sp. (4.14)

Poles ats;, = 0 give numerators of' /0, as before, and the rightmost column gives the formulae

that result when I'Hopital’s rule is appliddimes.

Example 4.3 Suppose we have designéﬂs) from (4.10) assuming NRZ DAC
pulses, but that we have excess loop dejgyso that in actuality we have NRZ DAC
pulses delayed by, as in Figure 4.4. Now, we havev,3) = (74,1 + 74). The
formulae in Table 4.2 only apply for a pulse with< 1, but we needn’t worry: it is

possible to write a;-delayed NRZ pulse as
Plrgitra)(t) = Ty (T) + Po,mpy (t — 1), (4.15)

that is, as a linear combination of a DAC pulse fropto 1 anda one-sample-delayed
DAC pulse from 0 tor, as shown in Figure 4.5. Writing (4.10) in partial fractions

gives
H(s) = -5, 1 (4.16)

S 52
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Table 4.2:z-domain equivalences fardomain loop filter poles.

s-domain pole

z-domain equivalent

Limit for s, =0

2
— 227[5(1 + 50+ %52)

70 Yo o Yo
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>[Tgl<
=l +1
sge T gl Ts Ts

Figure 4.5: Delayed NRZ pulse as a linear combination.

Applying Table 4.2 to each term of (4.16), for each of the twa(Mpulses in (4.15),
yields

—1.5 R —15(1 —Td) 2_1_1-57—d (417)
s z—1 z—1
-1 . (=05 + 74— 0.572)2 + 0.5(=1 + 77)
2 (z—1)2
7a(=1+0.575)2 — 0.577
4.18
+ 1) (4.18)
Adding (4.17) and (4.18) gives
H(zmg) = (=24 2.575 — 057922 + (1 — 47y + 73)2 + (1.574 — 0.57‘3). (4.19)

2(z —1)?
We can quickly verify that for, = 0, (4.19) turns into (4.7) as it should. However,
for 7, # 0, the equivalent{ (z) is no longer (4.7).

If instead of Table 4.2 we use the modifiettransform on (4.7), the result is
[Gao973]

(4.20)

HMZ(Z Td) - Z [Z_l l_2z + 1‘|‘| _ (_2 + QTd)ZZ + (1 — 3Td)Z —+ Td

(z—1)2 2(z —1)? ’
which is similar to (4.19) but not identical. The modifi€dtransform assumes the de-
lay happens at the output &f(s) (at the quantizeinpuf), but in our method we assume
the delay happens prior to the DAC pulse (at the quantimgou). The literature does
not distinguish between these two cases, but they are gldidfi¢rent. More impor-
tantly, our assumption represents reality more closelye-dtay is after the quantizer

in an actual circuit—so our method is superior to the modifflettansform. O

We treat pulses as rectangular because it allows exactdefosm solutions in the CT/DT equiv-

alence calculations. Other authors [Ben97] treat pulsdsaggzoidal or as having exponential
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rising behavior, which is more realistic but which does re@d to exact solutions as easily. A
real circuit will likely exhibit DAC pulse shapes more corgalted still. The key point is, excess
delay always alters the numerator coefficients of the edgrivd! (=), and it turns out that using

rectangular pulses yields results that are similar to tfmsed using more realistic pulse shapes.

4.2 Double Integration Modulator

How well does a modulator with a loop filter given by (4.19) fpem? To study the effects of
excess loop delay, Matlab code was written to perform thestcamations in Tables 4.1 and 4.2
numerically. The output bit stream from a modulator was mheiteed by solving the difference
equationX (z) = G(2)H(2)U(z) + H(2)Y (z) in the time domain with a C program for given
G(z) and H(z). The virtue of using the transformations is it allows us tmdiate in the DT
domain, a process usually significantly more rapid than Etmg usingﬁ[(s) in the CT domaih.

Since first-order modulators with excess delay have beeahestalready [Gos88] and are of
limited practical use due to an excessive presence of hacsiomthe output spectrum, we confine
ourselves to modulators of orders two and above. In thisseave commence with the double-
integrationAYXM: how is its DR affected by excess delay? We said2rR.3 that DR is defined
as the difference between the smallest and largest inpeisiéw dB) which give SNR> 0. At
low input levels, SNR is limited by in-band quantization s®{(IBN), while a large-enough input
level eventually compromises the stability of the modulainere exists a maximum stable input
amplitude (MSA); DR may be found from IBN and MSA, as we explaelow.

4.2.1 RootLocus

The easiest way to grasp the effect of excess delay is taimehe quantizer as was dongih 1.1

and look at the stability of the noise transfer function. fenis, however, a subtlety we ignored in

2Though we provide no experimental verification of the restiiroughout this chapter, we find simulation of
Figure 4.1 in Eldo using ideal circuit components and a Weiaelay in the feedback path gives results that are

consistent with those presented in this section. Simulatiake much longer with Eldo, however.
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Figure 2.1: the gain of a one-bit quantizer isn’t well-defin€hat is, we could insert a positive gain
x immediately in front of the quantizer and not affect the parfance of the circuit—quantizer
inputs would be scaled, but their signs remain unchangeat;ehthe sequence dafl would be
identical. Makingx explicit is usually done (Figure 4.6) in the linear model,igthresults in

iD= Ho ===y

DAC

Figure 4.6: Linearized\>M with one-bit quantizer arbitrary gain.

NTF(z,74) = (1 + xkH(z,74))"'. Figure 4.7 shows that for = 1 and increasingy,, the poles
of NTF(z, 7;) move towards the unit circle, eventually moving outsideats 0.31. Any choice

of k > 0 shows a similar movement of poles from their initial posisdowards the unit circle;
this implies modulator stability worsens as delay increa3@ne-domain simulation shows that it
takesp, ~ 0.65 to make the modulator unstable. The root locus incorrectiyliotedp; = 0.31
for instability because = 1 was not satisfied in the simulation. How to measure or chease
nontrivial matter [Ris94, Chap. 6] and we do not explore itlgtail here; we attempted to use the
linear model for characterizing delay with little succeSaiffice it to say that it at least makes a

qualitativeprediction that stability worsens with increasing loopagel

4.2.2 In-Band Noise

In practical terms, we care about how much performance iglos to excess delay. Figure 4.8(a)
shows an output spectrum near dc: 256 16384-point Hannemied periodograms with random
initial conditions were averaged, and the input signal isl&/Gine wave. As the delay increases
from 0% up to 60%, we see that the noise floor rises slowlyghatigng the IBN for zero input as

a function ofr,; produces Figure 4.8(b): for delays below about 20%, IBNstayghly constant,
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Figure 4.7: Effect of loop delay on root locus of N{EF 7).

but rises as delay increase# the excess delay exceeds about 65%, the modulator getashle.
In this chapter, instability is defined to have occurred & tuantizer input magnitude exceeds 10
before the end of a simulation for 1000 successive simulatiath random initial states. A similar
definition was used in [Ris94].

The smallest input signal for which SNR 0dB is exactly the IBN, adjusted for the gain of the
window (0.375 for Hann, or 4.26dB) and the fact that pericdags measure rms power (3.01dB).
For example, the IBN for; = 0 and OSR= 64 is —85.06dB, and so we predict that an input

magnitude of approximately

—85.06 + 4.26 + 3.01 = —77.79dB (4.21)

is needed to get SNR 0dB. In simulation, we find the input magnitude that leads tB @NR to
be about-77dB.

3The non-monotonicity on the tails of the IBN graphs and éeiteter DR graphs is not a real effect: it is an artifact

of doing simulations with zero input and no dither. Otheryithe general trends indicated by the curves are accurate.
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Figure 4.8: (a) Output spectrum from double integration&£XM (b) in-band noise for zero input as a function of

loop delay.

4.2.3 Maximum Stable Amplitude

Second, how does the MSA change with loop delay? To deterthmdSA, we once again
follow Risbo [Ris94]: we apply a ramp input whose amplitudereases slowly from 0 to 1 over
10° time steps; when the guantizer input magnitude exceedsh&dnput level at that instant is
the MSA. A traditional method [Sch93] involves applying avifrequency sine wave at the input
and running for hundreds of thousands of cycles to checkifieatnodulator remains stable, then
increasing the amplitude and repeating the simulation th@imaximum amplitude for which the
modulator remains stable is found. We find Risbo’s methodgapproximately the same answer
while requiring many fewer simulation runs.

Performing this test for 200 runs with random initial comalis yields the graph in Figure 4.9.
The modulator is stable for inputs of up to 0.92 for no excedayd but this falls more or less
linearly to near zero at about 50% delay. An unstable moduteis SNR= —oo, so the MSA is

precisely the largest input for which SNR 0. For example, at; = 0, the MSA is

20 log,, 0.92 = —0.72dB. (4.22)



Chapter 4: Excess Loop Delay 67

[EY

©c o o
~ [oe) (]
T T T
I I I

o
(<))
T
I

Maximum stable amplitude
© o o
w H o1
T T T
1 1 1

o
N
T
I

©
=N
T
I

L L |

0.2 0.4 0.6 0.8 1

T

o

o

Figure 4.9: Maxmimum stable amplitude for double integnatCT AXM.

4.2.4 Dynamic Range

We can combine the previous two results to plot the moduta2RR against delay in Figure 4.10.
DR is the difference between MSA and adjusted IBN; for exangir, = 0, equations (4.21) and
(4.22) give

DR = —0.72 — (—77.79) = 77.07dB. (4.23)

This is converted to bits using (2.10) and the result is ptbfor0 < 7, < 1 in Figure 4.10.

Example 4.4 Example 4.2 estimated a loop delay of 33% in (4.13) for GSR.
We see from Figure 4.10 that even with OSR54 it would not be possible to achieve
the desired resolution at 33% delay: we could only obtain-BR1 bits. To achieve
12 bits at OSR= 64, we must have no more than about 20% excess loop delay. For
a 50MHz bandwidth, OSR of 64 means clocking at 6.4GHz, ant i#.12), we see
that the transistors must hayge > 32GHz or so. a
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Figure 4.10: Dynamic range for double integration GEM.

4.3 f;/4 Fourth-Order Band Pass Modulator

We saw in Figure 2.7 that BP modulators with center frequefigy are potentially useful in
radio receivers; indeed, several circuits [Sin95, Gao9@p97, Gao98a] have been built with this
application in mind. We noted if2.1.2 that taking a low pass NTH with a quantization noise
notch at dc and performing the substitution — —z2 gives a BP NTFz) with a noise notch at
fs/4, one-quarter the sampling frequency, with double the oaderidentical stability properties
to the LP prototype. The substitution can be applied to thp fdter H (z) to yield the same result.
Applying this to the double integration modulator (4.7)e&gv

2z b4 272 272 4 4

(1— 2—1)2_ — Hpp(z) = (14 272)2° (4.24)

HLP(Z) =

This contains two double poles gt = +j; we could find the equivalelﬁ{Bp(s) by applying the

results in Table 4.1 to a partial fraction expansion of (3.24
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Example 4.5 Doing this for NRZ DAC pulses yields

- —1.0354s% + 1.0652s% — 1.3210s + 4.5661
HBP(S) = p . (425)
(52 +(3)%)?

How do we build a circuit to implement this? Historically, LI'T modulators have
been built as a cascade of integraters/(1 — z~!) [Cha90], and building arf, /4 BP

DT modulator simply requires replacing the integrator kkdirectly with resonator
blocks—272/(1 + 272). Itis likewise possible to build LP CT modulators as a cas-
cade of integrators /s—the block diagram for Figure 4.1 is shown in Figure 4.11.

However, simply replacing integrators with resonatdes (s? + w?), w = 7/2 as in

A 1 1
(o) L s Gald oo

k=-1 k=-15

NRZ DAC

Figure 4.11: Block diagram for LP CAXM from Figure 4.1.

Figure 4.12 doesot build (4.25): the numerator dﬁpr(s) for Figure 4.12 does not

~ As f\ As
a) (= e > F+F | 30 Jf y(n)

NRZ DAC

Figure 4.12: Block diagram for BP CAXM with integrators replaced by resonators that cannot implat desired

equivalentH (z).

contain ars? or s” term, yet each is required in (4.25). Early designs [Thugtfsed

from this problem. O

One solution is to use resonators with a low pass term indiudehe numerator:(As +

B)/(s*+w?). A second elegant solution first proposed in [Sho94] and $Shis to use resonators
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As/(s*+w?) with two different types of feedback DAC, leading to the sdledmulti-feedback ar-
chitecturein Figure 4.13. There, the DACs are return-to-zero (RZ),ohftias(a, 5) = (0,0.5) in

N As /o As
a) (= e > F+6F | 30 jj y(n)

2h

HRZ DAC =

RZ DAC =

Figure 4.13: Multi-feedback BP CAXM architecture.

(4.4), and half-delayed return-to-zero (HR4), 5) = (0.5, 1). The three types of DAC mentioned
so far are depicted in Figure 4.14. All are easy to fabricat@n ECL-style latched comparator, a

1 1 lT

TS TS | TS
R 1,0<t< Ty . 1, 0<t<T,/2 . 1, T, /2 <t< T
FNrz(t) = . Frz(t) = _ / Purz(t) = / .
0, otherwise 0, otherwise 0, otherwise
. 1 — e 5Ts . 1— e—sTs/Z R 3 1— e—sTs/Z
Rnrz(s) = . Rrz(s) = — Rprz(s) = e *1/2 .

Figure 4.14: Common DAC pulse types.

typical circuit diagram of which is shown in Figure 4.15. Bypde-connecting the final differential
pair rather than cross-coupling them [Gao98a], an RZ ratier an NRZ waveform is output. In
the multi-feedback architecture, we could have used anyafWdRZ, RZ, and HRZ, or for that

matter any other two different pulses, but those three tgpegasiest to build in a practical circuit.

The numerator oﬁBp(s) implemented in Figure 4.13 can be set by alteringitbeefficients.

Example 4.8 We wish to find how to set thes so that the equivalet{ zp(2) is
that in (4.24); this is done by convertirﬁ;Bp(s) to thez-domain using Table 4.2 for
each DAC separately, then linearly combining the resultksamtving for theks. It can
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Figure 4.15:; ECL-style latched comparator with preamglifin for enhanced resolution at high speed. For an NRZ

comparator, connect the final differential pair via the dabklmes; for RZ, connect the dotted lines instead.

be calculated that
{kra, kyos kg, kno} = {—1.08678, —2.13388, 0.45016, 1.48744} (4.26)

are thek values that implement (4.24) when the CT modulator uses RZHRZ
DACs. O

How does excess delay affect this design? Both leading DAfe®thecome delayed by.
Exactly the same simulations were carried out for this BP ufeddr as were done in the previous
section (IBN and MSA), only instead of using a dc input to fihd MSA, a sine wave input gt /4
whose amplitude increases from 0 to 1 oittime steps is used. Again, this method is rapid, and
we find it to gives similar results to using a sine wave inpuhviixed amplitudes and frequencies
near f,/4, simulating for many cycles to see if the modulator rematabls, then increasing the
amplitude and repeating the simulation.

The resulting DR as a function af; is plotted in Figure 4.16(a); for comparison, the results
from Figure 4.10 for the double integration modulator arertaid with dashed lines. Interestingly,
the two designs perform the same until about about 30% exiedag, at which point the BP design

becomes more severely affected; the exact reason for thixlear to the author. It goes unstable
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Figure 4.16: (a) Dynamic range for multi-feedback BP &M, with comparison to double integration results. (b)

Same graph with OSR as independent variable; numbers oasarer; x fy.

for about 50% excess delay. These results do not change ffesedhit pair of DAC pulses are
selected. Figure 4.16(b) plots the same results only witR @S the independent variable; the
parameter on the curves is the productrpfand fy, the Nyquist rate. Thus, for example, a
modulator with a desiredy = 2MHz and a fixed delay of; = Ins has, x fy = 1073 = 0.1%,
and the DR at a given clock spe¢gd= OSR- f» may be found from the graph.

Previous examinations of this modulator [Sho$8,1.4], [Gao97a] which found 25% delay
required for instability made two errors. First, the modifig-transform was used which led to
an incorrectH zp(z, 74). Second, simulations were carried out with a large fixed{dutge tone,
which fails to take into account the changing modulator MS#wncreasing delay.

4.4 Higher-Order Modulators

We now turn to the effects of excess loop delay for low passX\&IMs of order higher than two.
This has been examined cursorily using the modiffettansform in [Hor90], but nowhere else

to the author’'s knowledge. The architecture we will considea generalization of Figure 4.11
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which was first shown in Figure 2.6, reproduced here with G€&grators in Figure 4.17. It is

B, B, B

a ) E e S 1 Jf y(n)

s s s |k

DAC

Figure 4.17: Block diagram for general high-order LP GEM .

straightforwardly realizable in VLSI with transconducpmtegrators, and differential pair DACs
as in Figure 4.1. The loop filter realized by this architeetior m > 2 is
f](s) _ ﬁl(%)z[k‘z - Zé';ik'z'—ij]
1= Bi)

(4.27) shows that the purpose of tBes is to allow us to implement NTE) zeros at places other
thandc (i.e.z = 1).

Four types of high-order modulators were designed using prbotyping. The NTFs used
had

(4.27)

e Third-order Butterworth poles, all zerosat 1;

e Third-order Butterworth poles, optimally-spread zeros;
e Fourth-order Butterworth poles, optimally-spread zeros;
e Fifth-order Chebyshev poles, optimally-spread zeros.

The spread-zero modulators had zeros placed accordingt®3$so that IBN would be mini-
mized for a given OSR. Modulators with out-of-band gains BiB3) of 1.3, 1.4, 1.5, and 1.6 were
all designed—higher OOBG means lower IBN at the price of M8ArR7, Chap. 4].

Example 4.7 We demonstrate this quickly for a fifth-order Chebyshev oiatbr
with zeros spread assuming OSR 64. Figure 4.18(a) shows that IBN falls from
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In-band noise (dB)
Maximum stable amplitude
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(@) (b)
Figure 4.18: Effect of out-of-band-gain on fifth-order Clishev modulator: (a) IBN, (b) MSA.

—116dB for OOBG = 1.3 down to—131dB for OOBG = 1.6. At the same time,
MSA falls from about 0.79 to about 0.51. Note that IBN is pdoktton a logarithmic
scale but MSA is on a linear scale; DR increases from 17.4 18 4% over that range
of OOBG. O

The DR as a function of excess loop delay for NRZ DAC pulses@8&s of both 32 and 64
are summarized in the graphs in Figure 4.19. The results as¢intriguing. The modulators with
OOBG = 1.3 remain stable even for one full sample excess delay, andaver¢hey only suffer
a dynamic range loss of between two and three bits. This aststistarkly with the results for
the second-order LP and fourth-order BP circuits. Increp€OBG results in modulators which
have generally better resolution at no delay, but which beronstable for less excess delay. This
makes perfect sense: higher OOBG means a generally ldéss-5t&:), and in fact we see the
needed for instability is roughly inversely proportion@al@OBG. This suggests that higher-order
modulators enjoy an advantage over the lower-order onesextstence of a parameter, OOBG,
which we may select according to our resoluteomd excess delay imperviousness requirements,
though only extremely recently has anyone published a bgged CTAXM design with an order
higher than two (recall [Mor98] in Table 3.1). To be fair, aanvary the OOBG in a second-order
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Figure 4.20: Dynamic range for sixth-order BP @M. Numbers on curves are OOBG values.

LP AYXM, but it is rarely done in practise.

For interest’s sake, a sixth-ordgr/4 BP design was also tested by taking the low pass NTF
with third-order Butterworth poles and three dc zeros aaddforming it to a band pass design
usingz~! — —z72. This can be implemented using the multi-feedback architedn Figure 4.13
with a third resonator and an additional feedback coeffideneach DAC. DR is plotted against
74 in Figure 4.20. Comparing these curves to those of the epmizéhird-order LP design (the
upper-left graph of Figure 4.19) illustrates behavior likat in Figure 4.16: the BP curves have
the same shape as those of the LP curves for low excess detaidly become unstable sooner
as excess delay increases. Significantly, the LP modulatbrd®BG = 1.3 was stable for a full
sample of excess delay, while the same BP modulator is oalestip until; = 0.65.

In conclusion, LP modulators of order higher than two let bsase OOBG as an anti-delay
measure at the cost of resolution. High-order multi-fee®dP modulators do likewise, though

their immunity to excess delay isn't as good as in their LPnterparté. It is believed that these

4The Matlab code written to do the transformations was uofately not sophisticated enough to handle BP
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Figure 4.21: Modulators with multibit quantizers: (a) sedeorder LP, (b) fourth-order BP.

results are new. Finally, in fairness, even though the wtiol of some of the ideal modulators in
Figure 4.19 exceeds 16 bits, it is unlikely that GHz-speedutaiors would achieve such a high
resolution because other nonidealities such as thermse laoid clock jitter will almost surely limit
performance more than quantization noise [Dia92a]. Wedisltuss these in the chapters to come.

4.5 Modulators with a Multibit Quantizer

Thus far, this study has simulated>Ms employing a single-bit quantizer. It is known that muttib
guantizers in DT designs improve stability, particulady figh-order designs [Nor97, Chap. 8]. If
the previous section is any guide, we can hope for an imprem¢im the immunity of CT designs
with a multibit quantizer to excess delay. The author hasaen this studied elsewhere.

There is some improvement, but not a lot. Figure 4.21(a) shbe DR against excess delay
for the second-order LP modulator for OSR64, while Figure 4.21(b) is for the fourth-order BP
modulator. The thick lines are from Figure 4.10 and Figudé4the results for a 2-level (1-bit)

modulators with non-coincident NTF zeros, though it seeeasonable to assume the results for such modulators
would echo those seen in Figure 4.20.
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guantizer, and the other lines are for 3-, 4-, 8-, and 16HE&-, 2-, 3-, and 4-bit) quantizers.
Generally, DR improves with quantizer resolution as expacand furthermore the, range over
which the modulators remain stable improves a little wittr@asing quantizer resolution. Similar
results are seen for the high-order LP modulators as forebhersl-order LP modulator. We see
the fourth-order BP circuit can be stable fgrclose to 0.7 with a 4-bit quantizer compared to 0.5
for a 1-bit quantizer. Again, similar results are seen ferghxth-order BP modulator.

We noted in§3.1.2 the traditional problem in multibit designs: any ller@smatches in the
multibit feedback DAC are directly input-referred, theydbmiting the achievable performance.
Implementing either DEM or digital post-correction on ttere chip as the modulator might be
a problem because both would require digital circuitry shiing atf,, which would cause a great
deal of switching noise that might couple through the sualbstmto the forward modulator cir-
cuitry and degrade performance. Moreover, DEM would meatchimg circuitry in the feedback
path, which would add excess delay. Multibit quantizersadteactive both for stability and for
reducing jitter sensitivity [Ada98], something we consitlether next chapter, though no one has
yet attempted to build a high-speed @QIXM with a multibit quantizer probably because of the
difficulties just mentioned.

4.6 Compensating for Excess Loop Delay

We have seen that it is possible to make a modulator immunedess delay by choosing its
OOBG appropriately. However, there exist methods of ajtiwaimpensating for delay. We turn
now to discussing them for single-bit designs, though tkalts are equally applicable to multibit
designs. We explore some past proposals in more detail tiemropsly reported and also suggest

some new methods.

4.6.1 DAC Pulse Selection

In §4.2, we considered the second-order AEM with NRZ DAC pulses. A problem with this

kind of pulse is that any excess loop defgy> 0 causes’? > 1, which means the end of the pulse
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extends beyond = 1. We saw in equations (4.15) through (4.19) that this in@sdke order
of the resulting equivalent/ (z): in (4.19), H(z) has the two poles at = 1, but it acquires an
additional pole at = 0 for 7; > 0. Thus, the second-order modulator we tried to build acguall
has athird order loop filte?. In general, in any CT modulator with enough excess delayushp
the falling DAC pulse edge past= 1, the order of the equivalent DT loop filter is one higher
than the order of the CT loop filter. Thus, a multi-feedbackrB&dulator using either an NRZ or
HRZ pulse increases in order, as do the higher-order LP ratahgl from§4.4 with NRZ DACs.
Another way to think about this increase in order is that dsathtersymbol interference: the DAC
pulse from a previous symbol overlaps the current one.

If we were to use DAC pulses with < 1, then the pulses would extend past 1 only if the

condition

T, >1—0 (4.28)
held. This suggests the following for the second-order LRiuhetor in Figure 4.11: if we used
an RZ DAC instead of an NRZ DACH (z) would remain second-order fog < 0.5. If we knew

exactly whatr; was, we could select the feedback coefficidiits &, } to get exactly the equivalent
H(z) from (4.7).

Example 4.8 For Figure 4.11, the loop filter is

. ko + k
H(S): 2‘|‘ 1S

S (4.29)

Applying Table 4.2 to the partial fraction expansion of ttus(«, 5) = (74, 74 + 0.5)

gives

[4]{51 + ]{52(3 - 4Td)]2 + [—4]{51 + ]{?2(1 + 47—d)]
8(z —1)2 '
We wish for this to equal (4.7); equating powerszoin the numerator and solving

H(z, 1) = (4.30)

yields
5
{]{52, ]{51} = {—2, —5 — 2Td}. (431)

SFor small7,, the NTF has a pole and a zero close to one another which atraasel, so the design appears
approximately second-order in that case.
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Thus, for a givernr; < 0.5 and RZ DAC pulses, we can make Qﬁ(s) match exactly
the desiredd (z) by tuningthe parametek;. In the particular circuit of Figure 4.1,
this is accomplished by changing the value of the currentcgom the rightmost dif-
ferential pair DAC. O

It has long been recognized that it is sensible to use RZ DAEegun low pass CTAXMs
[Ada86, Com91, Cha92, Nar94, Mit95]. Apart from the immuria excess delay it afford us, an
RZ DAC also alleviates intersymbol interference problemssed by asymmetric DAC pulse rise
and fall times [Ada86]. However, the differential circurchitecture of Figure 4.1 also avoids this

asymmetry even with NRZ pulses [Jen95].

4.6.2 Feedback Coefficient Tuning

As we have noted, if there exists enough excess delay to asfalling edge of a DAC pulse
pastt = 1, the modulator order increases by one. Therefore, thelebwiln + 1 coefficients
in the numerator of the equivaleft(z); with only m feedback coefficients, the system is not
fully controllable via these:s alone. Previous examinations of loop delayfifid BP AYXMs
(notably [Sh096§3.1.4] and [Gao97a]) have studied the system in Figure 4sit®uhe modified
Z-transform and found the number of parameters in the nuoragt.. The multi-feedback archi-
tecture achieves a numerator coefficient of 0 fortheterm only because of perfect cancellation
in ther; = 0 case. For, # 0 the cancellation is ruined so the coefficient:of is nonzero, yet
the modifiedZ-transform incorrectly finds it to remain zero. There areially m + 1 rather than
m numerator coefficients fof, /4 BP modulators with excess delay.

Even though delay causirg> 1 means the system cannot be controlled perfectly witlkthe
somedegree of control can be exercised. We demonstrate theuvadst of this on the fourth-order

multi-feedback modulator in Figure 4.13.

Example 4.9 Suppose there is a fixed excess delayof 35%: Figure 4.16
shows that for OSR= 64, a DR of 9.9 bits is achieved using the nomikalalues in
(4.26). Itis found that IBN= —78dB and MSA= (.34 at this7,.
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Figure 4.22: Fourth-ordef;, /4 BP CT AXM performance ap, = 35% delay with feedback coefficient tuning.
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Figure 4.23: Multi-feedback BP modulator dynamic rangédwkituning.

Figure 4.22 shows how the performance of the modulator ectdtl when thés
are tuned one at a time away from their nominal values. By tiggp steepest-descent
tuning approach where eaéhis tuned iteratively until the DR is maximized, we find
that it is possible to improve the DR from 9.9 bits to 11.3 bstdl at 7, = 0.35. The
IBN and MSA are both improved, IBN te-79dB and MSA to 0.74. Thé& values

which give this performance are approximately
{kva, kro, kg, kno} = {—0.87,—1.83,0.48,1.89}. (4.32)

The tuned: performance is still not as good as the 13 bits achieved axcess delay

in Figure 4.16, but it is an improvement compared to the ueddnperformance. O

An interesting thing happens when we tune ks¢o maximize performance over a wide range

of excess delay values. To wit:

Example 4.10 Figure 4.23 compares the modulator DR for untuh@arameters
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from Figure 4.16 and tunet parameters where the steepest-descent algorithm was
applied for several different values of excess delay betvieand 1. We see that it is
possible to findk values which keep the modulator stable for the entire rarigg.o
What is perhaps more surprising is that performance wonggns 50% excess delay,
but then actually starts to improve again until there is adaimple delay, whereupon
the performance becomes as good as it was for no delay at@i!ddn this apparently
incongruous result be true?

RecallHzp(z) in (4.24): the numerator was 2 + »~*. Thez~2 means there is a
two-sample delay in the feedback; evexyyM must have at least one sample of delay
in order to be causal. We found the equivaléTHp(s) in (4.25); the two-sample delay

is implicit in this equation. Note that

2724270 227t 78

This suggests we could place a digital latch that providessample of delayz(!)
prior to the DACs, and then find the equivaldfity(s) for the H(z) with numerator
2271 + 273, In other words, we have two choices for building a two-sangglay into
the CT feedback loop: by matching to &f(z) with two delays in the numeratooy
by providing a latch which adds one delay and matching té/&n) with one delay in
the numerator. These are denoted, respectivelgdhmndone digital delayschemes
in [Sho96]. This choice is peculiar tf,/4 BP modulators; it does not exist for LP
modulators or BP modulators at a different frequency bex#husy invariably have a
nonzeroz~! term in the numerator, and therefaf ) would become non-causal if
we were to factor out a—! as we did in (4.33).

For each scheme, it is possible to find analytically the feetds which imple-
ment the desired/ (z):

{—1.0868, —2.1339,0.4502, 1.4874}, zero digital delay,

{-0.4502, —0.6339, 1.0868,2.9874}, one digital delay,
(4.34)

{kT47 k?‘?u kh47 khZ} = {
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where the first set ofs is from (4.26). The reason for the identical DR performance
observed at bothy; = 0 and7; = 1 is now clear: forr; = 1, the optimalks are those

in the second row of (4.34), and the steepest-descent tidgoturns out to converge
to values close to those. For< 7, < 1, theks for optimal DR lie in between the zero
and one digital delay values—compare, for example, (4.82)f= 0.35 to (4.34)—
though unfortunately the relationship betwegmnd theks which optimize DR is not
linear. For example, for, = 0.5, picking £ values that lie exactly half way between
the values in (4.34) leads to DR 9.2 bits, though the steepest-descent algorithm

found k values to make a modulator with DR 10.8 bits. O

Figure 4.23 is strong encouragement to desigrkgh be tunable, possibly even for on-line cali-
bration against process and temperature variations. Hol@gign a tuning algorithm to maximize
DR that works on-chip, perhaps even while the modulator exajing, is an interesting topic for

future research.

4.6.3 Additional Feedback Parameters

If 5 > 1 causes the modulator order to increase frarto m + 1, and we only haven feedback
coefficients, then it stands to reason that employing artiaddi feedback should restore full con-
trollability to the system. This has been suggested in [Bgnf the block diagram of Figure 4.11,
a third NRZ feedback was added whose output goes directlystoraning node after the second
integrator (that is, immediately prior to the quantize).uke this approach in a circuit architecture
like Figure 4.1, where the quantizer input must be a voltagesbmmation is done with currents,
we would have to add a transconductor followed by a curremsttage converter in between the
second op amp and quantizer.

We can avoid adding components in the forw&xlM path by using an additional feedback
with a differentkind of DAC pulse. This is akin to the multiple feedbacks ie tinulti-feedback
BP circuit, but it is believed that this has not been suggksteviously for delay compensation in

LP modulators.
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Example 4.11 Consider again Figure 4.11: let us denote its NRZ feedback
parameterg,,, = ky, andk,; = k;, and let us suppose there is a third feedback which
goes to the same summing nodekgs. an HRZ DAC with coefficientt;;. The z-
domain equivalents for the NRZ pulses with excess delay hbeady been found in
(4.17) and (4.18); to generalize them to feedbdcksandk,,, instead of-1.5 and—1
is a trivial change to those equations. For an HRZ pulse delay 7., the z-domain

equivalent is
@ _ kh1(05 - Td) 4 Z_l ]Cthd

. | = (4.35)
Combining this with (4.17) and (4.18) yields
2

z2(z —1)?
where{y., y1,yo} are expressions involvingk,.o, k.1, kn1, 74} We wish for the nu-
merator of this to equal-2z2 + = from (4.7), and Maple can be used to solve symbol-

ically for the k values:

242
— d
kn? - Td§_27
—Ti4+ATE—1272 4107444
b = AT 7 (4.37)
L _ T—ATi41372 12752
Rl = T2-2

Therefore, given the excess delay we can get exactly th& (z) in (4.7) by tuning
the feedbacks to the values given in (4.37).

We could also use an HRZ pulse fed back to the first summerwbidd give
us different equations from (4.37), but it would still be pitde to achieve théi(z)
in (4.7). However, we couldot use an RZ pulse in place of an HRZ pulse. This is
because for,; < 0.5, the RZ pulse would not contribute tg in (4.36): onlyk,, and
k.1 would, and thus to sej, = 0 (as (4.7) dictates) would requitg, = k,,; = 0,

which renders the feedback inoperational. O

How do we add an additional parameter to the BP multi-feekibachitecture for delay com-

pensation? Interestingly, adding an NRZ pulse to Figur8 tudns out not to work. This is because



86 Chapter 4: Excess Loop Delay

an NRZ pulse is a linear combination of RZ and HRZ pulses, stedback parameters are not
independent. An independent pulse is needed—for exampldse with (o, 5) = (0.25,1) in
combination with any two of NRZ, RZ, and HRZ—but generatingudse other than these latter
three might be nontrivial at high speed.

4.7 Summary

Excess loop delay in a CAXM is a delay between the sampling clock edge and the change in
output bit as seen at the feedback point in the modulatoridésa because of the nonzero switch-
ing time of the transistors in the feedback path, and is Saamit because it alters the equivalence
between the CT and DT representations of the loop filtgfs) and H(z). Its effect on perfor-
mance is noticeable if the sampling clock speed is an apykeciraction (10% or more) of the
maximum transistor switching speed; this is becoming mked nowadays as desired conversion
bandwidths increase and delta-sigma modulation with amesggely-high clock rate relative to
the transistor switching speed is considered for the coawarchitecture.

If excess delay is not designed for, then as excess delagases as a fraction of the clock
period, second-order LP and fourth-orgief4 BP modulators will suffer in terms of in-band noise,
maximum stable input amplitude, and dynamic range. Higider LP designs seem more robust
if designed using NTF prototyping because there is a paemtée out-of-band gain, which can
be selected to give some immunity to excess delay. High#ardP designs are also more robust
than lower-order ones, but a multi-feedbatk4 BP design is always found to be less immune
to excess delay than the corresponding LP design. The usenodtébit quantizer is somewhat
helpful, though incorporating the usually-needed coroectircuitry for a feedback DAC with
mismatched levels is nontrivial for high-speed designs.

It is sensible—nay, imperative—to recognize the presericexcess delay and take it into
account in the design process. Choosing the right DAC pilapesin combination with tuning of
the feedback parameters (either in the design phase or atitathy on-line) can greatly mitigate

the performance loss due to delay. In fact, taking excesg/delo account renders it effectively a
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nonproblem. Our study has contributed a number of usefulneswits: we use a transformation
method which treats the delay as occurring after the quemtizot before as the modified-
transform does; we consider both the change in namseMSA with delay; we show how delay
affects high-order designs, as well as multibit designd;ya@ demonstrate compensation methods
based on RZ DAC pulses and additional feedbacks using imdiepe DAC pulses.
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Chapter 5

Clock Jitter

Timing jitter in the quantizer clock, usually called cloakegr, is an important mechanism of per-
formance degradation in CAYXMs. It is a more severe problem than in DT designs for a reason

that can be understood as follows. On the left of Figure 5typizal circuit voltage waveform for

DT CT

v I :ch
o ok
At At

Figure 5.1: Clock jitter effect in DT vs. CT design.

an SC DTAXM is depicted. Most of the charge transfer occurs at the efdhte clock period so
that the amount of charg®q, lost due to a timing error is relatively small. By contrakg tight of
Figure 5.1 shows the DAC output currents in a CT circuit stckigure 4.1; here, charge is trans-
ferred at a constant rate over a clock period, and so chasgé\lp from the same timing error is a
larger proportion of the total charge. Moreover, in a DT dasjitter in the input sample-and-hold
(S/H) clock means only the input waveform is affected. In adé$ign, the sampling occurs at the
guantizer rather than the input, which means the jitteicésfehe sum of the input plus quantization
noise—a signal with considerably more power than the inaiea Hence, CTAYXMs are more

sensitive to clock jitter than DT designs [vdZ96)].

89
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Clock jitter causes a slight random variation in the amodrharge fed back per clock cycle.
Put another way, it is akin to adding a random phase modulatidhe output bit stream. In an
oversampled converter, the spectrum of the output stre&erysnoisy outside the (narrow) signal
band; a random phase modulation causes the noise outsidggytta band to fold into the signal
band, raising the converter noise floor and degrading ilwgen. The aim of this chapter is to
guantify this degradation given a phase noise specificéioa typical on-chip VCO so that given
the desired resolution of a fully-integrated delta-signagacdconverter with an on-chip clock, the
maximume-allowable phase noise for a given clock frequenighihbe determined. The majority of
past work [Har90], [Dia92&4], [Ris94,5C.4.3], [vdZ96 §11.C] treats jitter as white; our treatment
of nonwhite jitter in§5.3 is believed to be the first comprehensive one. This chapigthe next
have been accepted for publication as a journal paper [G)e99

5.1 Preliminaries

We introduce the architecture of the modulators used irstiidy and describe the method used to

simulate their behavior.

5.1.1 Modulator Architecture

A block diagram of the architecture is shown in Figure 5.2s Rimilar to Figure 4.17, only more

B, B, B
002 6(8) =D &) [->(D—| G > { =y
K X Z Knm Krgm-1) E Z K (m-1) Ky E Z Kpy o
T T ---- T HRZ DAC|<+
- RZ DAC |<-

Figure 5.2: Block diagram for general CYXM architecture.
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generalized. Each of the gain bloakg(s) will typically be the same except possibly for the gains;

thus, for a low pass modulator, the blocks can be represaitedontinuous-time integrators

A
(g) = —° A
Gl(s) STS (5 )
and for a band pass modulator, they will be resonators
AZ'STS
Cle)= gy 5.2

Without loss of generality, we will sometimes assume theeng frequency isf, = 1Hz, which
simplifies the notation in (5.1) and (5.2) by makiilg= 1. Modulator behavior is unchanged so
long as the proper scaling is applied to all circuit paramsete

The quantizer drives two separate DACs of the RZ and HRZ tiasigvhose levels at feedback
points are set by coefficien{s:,..,, kr(m-1y, - - -, kr1} @nd{knm, knm-1), - - -, kn1}, respectively. A
modulator with an NRZ DAC can be effected by setting= k;;, while one with an RZ DAC only
would have allk;,; = 0. We have both types of DAC in Figure 5.2 separately tunablevfeen we

wish to implement multi-feedback BP modulators.

5.1.2 Simulation Method

The time-domain state equations are coded in a C programmgegtated numerically using a vari-
able time step fourth-order Runge-Kutta (RK4) method [RteBor example, for an LP modulator

with gain blocks given by (5.1), the state equations are

(5.3)

1d{L’Z_ le1++Bmxm+kmy+u, =1
Ay dt

Ti 1+ km—i—l—iy; 1= 2, o,

wherek; = k,; during the first half of a period and = k;,; during the second half. At every clock-
ing instant, the quantizer output is evaluated; the powectspm of NV output bits is calculated by
the program using the periodogram of the FFT, and periodogfaom any number of runs with
random initial states may be averaged to yield a fairly simgpectrum from which the SNR may
be found.

Moreover, certain nonidealities of interest in this chapie implemented. In particular:
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e the sampling instant can be affected by jitter;

e the DAC pulses can be delayed to model the finite speed of éinsisitors in the feedback

path, and they can have nonzero rise time to model the finiteajdhe transistors;
¢ the quantizer can exhibit hysteresis and/or metastability

This latter item will be important in Chapter 6; in this chapa quantizer with no metastability is
assumed. Other nonidealities such as integrators witle fittitgains (or resonators with finifgs)
and finite gain block output swing could also be modeled withmuch difficulty.

The principal advantage of using C is that it runs very fashgared to, for example, block-
diagram level simulationin a circuit simulator like SPIGEQugh it is slower to code. Presently we
show that we can get acceptable agreement between the pragdha transistor-level simulation
in SPICE with several orders of magnitude increase in sittariaspeed. The effort spent on the
coding will appear justified.

5.2 Effect of Clock Jitter on an Ideal CT AXM

Let us start with a review of the theory for white jitter. S@gp the sampling times are given by
tan=nTs+ 3, n=0,1,...,N—1 (5.4)

and for the moment, let theé, be i.i.d. random variables with variana%. As noted in the intro-
duction, the effect of sample time jitter is to modulate théof-band noise in the output spectrum
into the signal band. This fills in the ideally infinitely-gequantization noise notch with white
noise, which lowers the SNR and hence the converter resalutiet us quantify this statement for
a couple of different cases.

5.2.1 LP Modulators with NRZ Feedback

Figure 5.2 can simulate low pass modulators with NRZ feeklbganaking the gain blocks inte-

grators as in (5.1) and settig; = k;,; = k;. If all the integrators have gaid; = 1, the loop filter



Chapter 5: Clock Jitter 93

implemented by the circuit fatr, > 2 is (4.27):

. S (L) [k — i kB
H = 5 J .
5) S B

s

(5.5)

We can choose a loop filtéi (=) in the DT domain using any method we please and transform it
to the equivalenif[(s) as we did in Chapter 4. It is then a trivial matter to pickand B; in (5.5).

Example 5.2 We have already noted that the standard double-integratiad-
ulator has a DT loop transfer functidii(z) and equivalent CTH (s) for NRZ DAC
pulses given by

—2z+1 - —1.5s—1
whereT, = 1 for simplicity. For integrators with gaingA4,, A,} = {1, 1},
{k2, b1} = {—1,-1.5}, {Bi1, B2} = {0,0} (5.7)
are found from (5.5). O

Example 5.2 A third-order modulator designed using NTF prototypingend
NTF(z) has Butterworth poles, an out-of-band gain of 1.5, and zgposad to mini-
mize quantization noise in the signal band assuming @SR can be found to have
H(z) andH(s) for NRZ DAC pulses given by

_ —0.78742% 4 1.3085z — 0.5569

H(z)
23 —2.994222 + 2.9942z — 1

. —0.6702s% — 0.2407s — 0.0458
H(s) = : 5.8
- Al 5%+ 0.00585 (5:8)

Choosing all integrator gains to be 1 yields

{k1, ko, ks} = {—0.0831, —0.5021, —1.4659},

{By, By, B3} = {0, —5.7830 x 1073, 0}. (5.9)

If we were interested in actually building this, we might fithe range of these values

(from 0.5 x 10~2 up to 1.5) too wide to be practical. Choosing the integraging as
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{A, Ay, A3} = {0.2,0.2, 1} instead gives a smaller spread in the resultingnd B;.
Rewriting (5.5) forA; # 1 and solving gives

{k1, ko, kst = {—1.0479, —1.2033, —0.6702},
{B1, By, B3} = {0, —0.1446, 0}. (5.10)

Of course, for the purposes of simulation, either will work. O

Performing the same calculation for fourth-order Buttemivgole and fifth-order Chebyshev
pole NTFs both with out-of-band gain 1.5 and optimally-ggteeros, and simulating those sys-
tems with different values of jitter standard deviation results in the output spectra shown in
Figure 5.3. These are 256 averaged 8192-point Hann-windlpegodograms whoseaxes span
a frequency range from 0 tfi /32. The input tone was-20dB relative to full scale in bin 19
(2.32 x 1073f,). The3, were normally-distributed. We indeed see the deep notdheimtiantiza-
tion noise gradually filled in with white noise with a poweppbortional tol10log,,(o35/7%)>.

This behavior can be explained by considering Figure 5.4e diitput bit stream with jitter
shown in the top diagram is equivalent to the sum of an ungittdit stream (the middle diagram)
and a stream of pulses, which we call thigor sequenceresulting from the jitter (the bottom
diagram). By the linearity of the FFT, the output spectruntheftop signal must be the sum of the

spectra of the bottom two signals. The error sequence camitievas [Ris94]

enrz(n) = [y(n) — y(n — 1>1§i—j (5.11)

wherey(n) is thenth output bit. For wideband uncorrelated jitter, this emdlf be almost white,

in which case we may write

2

o

2 2 8
o5, X —=
e oy 27
T:

(5.12)

in other words, the variance of the error sequence is theugptarf the variance ofy = y(n) —
y(n — 1) and the jitter variance relative to the clock period. Booutput bits, we expect the noise
per periodogram bin to be

202 . 202
1010g,, <M> _7.27dB (5.13)
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Figure 5.3: Output spectra for NRZ LP modulators with claittey.
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Figure 5.4: Equivalent representations of a jittered loéat.

Table 5.1: Simulated and calculated LP NRZ modulator perforce folo3 = 10727y in Figure 5.3.

Modulator T5y Baseband noise per bin SNR for OSR= 32
Simulated| Simulated| Calculated, eq. (5.13) Simulated| Calculated, eq. (5.14

Double integration 1.674 —75.8dB —75.9dB 27.5dB 27.6dB

3rd order Butterworthh  1.750 —75.6dB —75.5dB 27.3dB 27.2dB

4th order Butterworth|  1.739 —75.5dB —75.6dB 27.4dB 27.2dB

5th order Chebyshev| 1.731 —75.5dB —75.6dB 27.5dB 27.3dB

where the factors of 2 in the numerator arise because we karggtthe one-sided power spec-
trum and where 7.27 is the sum i log,,2 = 3.01dB (the power spectrum is rms power) and
10log,,0.375 = 4.26dB (0.375 is the gain of a Hann window). Moreover, if the SNRbase-
band is completely limited by white jitter noise rather thamse-shaped quantization noise, we
can write [Ris94]

SNRyrz = 101logy, 7085},‘/“21/ 248, (5.14)

o5y (72)?

Table 5.1 shows the agreement between calculated and sedwalues of (5.13) and (5.14) for

the four modulators in Figure 5.3. The theory for low pass NR&ulators is confirmed by our
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simulation.

5.2.2 Modulators with RZ and/or HRZ Feedback

It is possible to build LP modulators that use feedback othan NRZ, for example, RZ feed-
back. Indeed, as we saw last chapter, RZ DAC waveforms arefibeh for reducing intersymbol
interference and excess delay problems, so we might predar bver NRZ DACs. As well, multi-
feedback BP modulators use both RZ and HRZ DACs in the saroeittiHow does jitter affect
the spectrum of a modulator using RZ (and possibly HRZ) DATSI® problem has not previously
been considered; it is believed that the material here is hetws first choose circuit coefficients

for typical modulators.

Example 5.3 The CT loop filterfl(s) for a double integration LP modulator with
RZ DAC pulses can be found froid (=) to be

—2z+1 . —2.55 — 2
Picking the integrator gains to be 1 and tBgs to be zero leaves

{k27 kl} = {_27 _25}7 (516)
which we found in (4.31) fot,; = 0. O

Example 5.4 We considered the design of a fourth-orgier4 BP modulator in
Example 4.6 already. The feedback coefficients for resosatd4.26) were

{kvo, k1, ki, kna b = {—1.0868, —2.1339, 0.4502, 1.4874}, (5.17)

and these are correct for resonators with gadiAs, As} = {7/2,7/2} andw, = 7/2
in (5.2). O

Output spectra for simulations of each system are shownguor€i5.5. Once again, these
are 256 averaged 8192-point Hann-windowed periodogramsa fitter standard deviatiofn; =
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Figure 5.5: Output spectra for (a) LP RZ and (b) BP RZ/HRZ niatduis.

1027, we found a baseband noise-65.8dB per bin in the double integration NRZ modulator,
while for the double integration RZ modulator in Figure &)ihe value is-71.3dB, and for the
BP modulator in Figure 5.5(b) the value-i$6.7dB. Where do the new values come from?

Figure 5.6 shows the same bit sequefieé, +1, —1, +1, —1} as output by the same modulator

|
RZ&HRZ -1-

|

|

|

Figure 5.6: Error sequence energy in different types of naidu

with three different DACs: NRZ, RZ, and a combination of b&# and HRZ DACs. The solid

rectangles show edges which are affected by jitter. We ms&tinduish the three cases as follows.
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¢ In an NRZ modulator, jitter only matters when the output dessign—the error sequence
enrz(n) is nonzero only at those times, c.f. (5.11). The energy inetlier sequence is
proportional tody* = [y(n) — y(n — 1)]* = 4 for a modulator with+1 outputs. For the
double integration NRZ modulator in Table 5.1 we foung = 1.673, and the formula for

variance is 562
0_(? :Zéyz_Ty %4N5y
v N -1 N
for large N whereN;, is the actual number of output bit transitions. We ha§'ye: 2.80

(5.18)

and can estimat®’s, /N = o3, /4 = 0.70 for that modulator.

¢ In an RZ modulator, both the rising and the falling edge ofghkse occueveryclock cycle,
so jitter affects a total o2 N edges. The energy per edgddsl — 0]> = 1, one quarter as
much as in the NRZ case. But now, energy is being transferredanmly half a clock cycle;

o is therefore twice as large relative to the energy transéeiod in an RZ modulator.

¢ In a modulator employing RZ and HRZ pulses of opposite signsdhe case in a multi-
feedback BP modulator, there are ndwedges at half clock cycles when going from the
RZ to the HRZ pulse, and edges at half cycles where the outfsug(n — 1) andy(n) are
the same. These edges have energy 4 as in the NRZ case; @tlvice as large relative
to the energy transfer period as in the RZ case. In simulat@nfind o5, = 1.405 for
the BP modulator, so thaY¥s,/N = 0.494 from (5.18). The total number of edges is then
N + N(1 — Ns,/N) = 1.506.

Taking all this into account, we may estimate an effectiveeaf ggy in (5.12):

0.70N x4 = 280, NRZ
N T
U(?y - 2]\;\;1 X 22 = 8007 RZ (519)

1.506.N x4 % 22

~ = 24.10, RZ&HRZ.

Therefore, we expect the RZ LP modulator tolbéog,,(8.00/2.80) = 4.6dB worse than the NRZ
LP modulator and the BP modulator to bélog,,(24.10/2.80) = 9.3dB worse than the NRZ LP
modulator. This is very close to what we observed (4.5dB a@dB) in Figure 5.5. As a rule of
thumb, clock jitter lowers SNR by 6dB (1 bit) in RZ/HRZ vs. NRZodulators.
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Figure 5.7: Unwindowed spectra of sine wave carriers satniéh jitter: (a) independent jitter, (b) accumulated

jitter.
5.3 Clocking with a VCO

Although it is interesting didactically, the analysisgis.2 is not terribly relevant in practice. The
problem is, if we are trying to use a high-speed GXM in a practical circuit it will likely be
clocked on-chip with an integrated VCO. Sampling instastgigen in (5.4) are not what a real
VCO provides—the jitter instants, from a VCO are not well-modeled as i.i.d. random variables.
Figure 5.7(a) shows 256 averaged 8192-point unwindoweidg@myrams of a sine wave carrier
sampled by an ideal S/H four times per period (ife +~ fs/4) with a jittered clock given by (5.4)
andos = 107*7,. That kind of jitter, which we will denoténdependent jitteradds white noise
skirts to the carrier. A VCO produces skirts that are nongvhit

5.3.1 Modeling VCO Phase Noise

We can modify (5.4) to produce nonwhite skirts fairly easiging a result due to Berkovitz and

Rusnak [Ber92]. Suppose the sampling instants are insiead Qy

tn:nTerZﬁi,n:O,l,...,N—l (5.20)

1=0
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Figure 5.8: Phase noise plot for accumulated jitter sargpifrsine wave.

whereg; are still i.i.d. We denote thiaccumulated jittebecause it contains a running sum, and
a sine wave sampled four times per period with a jitteredictficen by (5.20) has the spectrum
shown in Figure 5.7(b). Plotting the magnitude of the skitative to the carrier with a logarithmic
frequency scale, as is customarily done in a VCO phase ntoseyelds the graph in Figure 5.8,
where we have assumed the sine wave has a frequenty=oflGHz. The sideband power has a
1/f? dependence—exactly as is the case in an integrated VCOgHa}OVCO also has d / f3
region close to the carrier, and a white noise floor far fromdarrier, but (5.20) at least gives a
reasonable approximation of a VCO phase noise over freigean intermediate distance from
the carrier. Phase noise in a VCO is usually specified.aBc/Hz at an offsef,, from the carrier
f.. Happily, thisf,, is usually in thel / f2 region of the phase noise.

A typical achievable value of. is [Lee66, Dau98]

n. = —100 + 20 log,, f. dBc/Hz at 100kHz offset (5.21)

for f. in GHz. How can we relate this te;? We are interested in the case fof= f,, since

for clocking aAXM, all that matters is the jitter of the zero crossings of therier, yet we are
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constrained mathematically in a periodogranyto< f,/2. However, it is found that altering the
ratio f./ fs moves the phase noise in Figure 5.8 proportionallyttvg,, f./ fs, SO we can use this
to extrapolate tof. = f,. After some experimentation with normally-distributégl it is found

that using
) o F2x 1070
(G

gives a phase noise of relative to the carrier af, offset fromf...

(5.22)

Therefore, we can simulate the effect of clockingaM with a VCO meeting a certain phase
noise spec by using sampling instants with accumulatext {§t20) and a variance given by (5.22).

5.3.2 Effect of Accumulated Jitter on Performance

Example output spectra for four different types of modulate depicted in Figure 5.9. These are
the third-order Butterworth NRZ, fifth-order Chebyshev NRIGuble integration RZ, and fourth-
order f, /4 multi-feedback BRAX:Ms from Figures 5.3 and 5.5. All simulations usegd= 10727},
and for contrast both independeamtd accumulated jitter spectra are plotted compared to urgitte
spectra.

There are two traits in the accumulated jitter spectra wodting. First, accumulated jitter
whitens the in-band spectrum in much the same way as indepéjitier—this is not unexpected
becauseny clock spectral impurities will randomly modulate out-cdfiml noise into the signal
band. The white noise floor seems to be between about 1-5d8 fowaccumulated jitter com-
pared to independent with the samg for a given modulator, simulations shows this number is
about constant for any values @f, input frequency, and input amplitude. Second, the dagh-do
lines on each graph show the spectrum of a sine wave with the §&quency as the input tone
that has been sampled by a S/H circuit clocked with the saotuk @s the quantizer. The skirts
on the tone appear directly in the output spectrum so longe&sdre higher than the white noise
floor. This, too, is logical.

Note the significance of the observatiortk 3.1 that the height of the skirts is proportional to
10logy, fe/ f5s: as the input tone moves to higher frequencies, the skidsrhe higher relative to

the tone. Thus, an LP modulator with a large tone close to pipeuin-band frequency edge will
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Table 5.2: Performance effects of real VCO clocking on pcattmodulators.

Modulator os/Ts OSR Ideal clock VCO clock

DR Peak SNR| DR Peak SNR

1GHz 3rd order Butterworth 2.236 x 107° | 32 73.2dB 73.3dB| 69.6dB 69.6dB
64 93.5dB 93.8dB| 90.5dB 89.2dB

2GHz 5th order Chebyshev 3.155 x 107° | 32 82.6dB 82.8dB| 79.8dB 79.1dB
64 | 114.5dB| 100.7dB| 101.6dB 92.1dB

3.2GHz double integration [Jen95]3.953 x 10~° | 32 62.7dB 56.3dB| 62.6dB 56.3dB
64 78.8dB 71.3dB| 79.0dB 71.4dB

4GHz 4th order BP [Gao98a] 4451 x 1075 | 32 63.2dB 56.4dB| 63.2dB 52.7dB
64 77.5dB 70.2dB| 77.3dB 55.3dB

have higher skirts and hence lower peak SNR than if the tome @lese to dc. Moreover, thg /4

BP modulator’s performance is affected much more sevehaly ainy of the LP modulators, as is

apparent in the graphs. Shoaei observed skirts in the ospaatrum of a BP modulator [Sho96,

68.4], so he too was apparently using accumulated jitteyghdis study is not nearly as detailed

as ours.

The oz used in Figure 5.9 is unrealistically high for a practical @t was used simply as

an illustration. In Table 5.2, we have shown how more rdalist values would affect the perfor-

mance of real high-speed CXXMs. We have characterized the dynamic range (DR) and peak

SNR of four modulators:

e a 1GHz-clocking third-order LP design with NRZ DAC pulsesi&utterworth pole place-
ment in the NTF with gain 1.5 and spread zeros;

e a 2GHz fifth-order LP design with NRZ DAC pulses and Chebygbae placement in the

NTF with gain 1.5 and sp

read zeros;

e the 3.2GHz double integration modulator published in [I¢n&hich has NRZ DAC pulses;

and
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e the 4GHz fourth-order BP multi-feedback modulator from §@8a] with a noise notch at
fs/4 = 1GHz.

For each modulator, we used (5.21) to pick a reasonable wdlug given f,, and (5.22) to find
os. Then, DR and peak SNR were measured from simulation of eactulator at two different
OSRs, 32 and 64. The modulators were simulated both with (degttered) and VCO (jittered)
clocks, and the input tone for the LP modulators is closeeatbper band edge so that jitter skirts
will be most pronounced

Looking at the table, we may make the following comments. iflkal modulators have DR and
SNR limited by quantization noise only; for the modulatdiscked with a VCO, the question is,
does jitter noise impose additional performance limitasi® For the double integration modulator,
the answer is no: performance is still quantization-ndisééd for the realistic value of ; used.
For high-order modulators and/or high OSRs, the likelihobleing jitter-noise limited increases,
as is particularly clear in the fifth-order modulator with ®S= 64: more than two full bits of
DR are lost at this clock frequency. As well, modulators widmter frequencies away from dc
suffer more greatly from jitter performance degradatiawa expect from Figure 5.9—note that
maximum SNR for the BP modulator is 4dB worse than ideal at @GSB2 and 15dB worse at
OSR= 64.

An interesting thing happens when we combine the equatiornikis chapter to derive the
maximum-achievable DR for a VCO-clocked modulator with agdtnoise spec given by (5.21).
We assume that the in-band noise is completely white; the&ldulation appears i§A.1 and the

result is equation (A.10),

Maximum DR (bits)~ 19 — 0.5log, fn, (5.23)

A quick check of the absolutes values in the table makes them appear suspicious: for exartig 4GHz
modulator had’; = 250ps ando3/Ts = 4.451 x 10~°, which means 3 = 11.1fs. A typical Gbit-rate data generator
specs edge jitter at a value of a few ps, two to three ordersagfnitude higher than thiss. However, it must be
remembered that we are using accumulated jitter, (5.2@)whde. This means the clock phase over hundreds of
cycles wanders significantly relative to a coherent refegeit is trivial to show that afteV clock cycles, the phase is
a Gaussian random variable with variamfe%. Theog/T; values in the table are correct for a phase noise given by
(5.21).
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where f is the Nyquist rate expressed in MHz. This depeadly on desired conversion band-
width—it is independent of clock frequency so long as the V&@@forms to (5.21)! As an exam-
ple, a 32MHz converter has, = 64MHz, and (5.23) says VCO jitter will limit the performance to
no more than 16 bits in this band. But this is far more thandiselution achieved by the fast mod-
ulators in Table 3.2. Clearly, VCO phase noise is unlikelipéahe limiting factor in a high-speed
modulator.

To conclude, the quality of integrated VCOs for cellularicadpplications is good enough
that the DR of only very high-resolution wideband X¥2-Ms would likely be affected. Fast BP
designs might be more problematic in terms of the peak SNRIlos to jitter skirts appearing on
the output tone. For [Gao98a] which does band pass conmeasibGHz, we might think we can
address this by downconverting to a frequency of a coupldifathMHz and doing the ADC there
instead where the jitter skirts in&>M would be less severe; however, we must remember that
the downconversion operation itself must be done with argtt clock, and this introduces skirts

on the tone in the mixing process.

5.4 Summary

Clock jitter adds a random phase modulation to the outpudtieam which degrades performance
by whitening the quantization noise notch. Past treatmehjiter in CT AXMs have generally
treated jitter as wideband uncorrelated white noise, hatishnot realistic for the case ofa>M
clocked with an on-chip VCO which has nonwhite phase noiggsskThis can lead not only to
in-band noise whitening, but also to skirts on the input tonéhe output spectrum. We distill
the calculations into a single equation, (5.23), whichvadlas to estimate the maximum DR that
would result ifAXM performance was limited entirely by VCO phase noise. Fripme conclude
that for conversion bandwidths into the tens of MHz it is kely that typical VCO phase noise
would be severe enough to cause a noticeable DR degrada@aypical integrated low-order LP
CT AXM, though high-bandwidth high-order LP designs might pnéseore of a problem and BP

designs suffer in terms of SNR, due to the higher skirts at higher input signal frequencies.
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Quantizer Metastabllity

Even with a perfectly uniform sampling clock, it is nonettss possible for there to exist a variation
in the feedback charge. This happens because a real quaiti#ains a regenerative circuit with
a finite regeneration gain. Therefore, quantizer inputh @witnagnitude near zero will take longer
to resolve than inputs with a large magnitude—this is thesitaproblem of metastability in digital
latches. In @AXM, the input to the quantizer is decorrelated from the mawliaput to the degree
that it appears random; hence, the times when the quantizet is near zero also appear random.
This means that at certain unpredictable sampling instalghtly more charge is transferred for
the previous clock period and slightly less for the nextquebriAs with clock jitter, the effect is to
modulate out-of-band noise into the signal band and degranleerter resolution.

This was first identified by the author in [Che97]. The aim a$ tthapter is to greatly expand
on those results, which were only for a double integratioduat@tor: we wish to generalize them to

different orders of modulator and study methods to overcthraeffects of quantizer metastability.

6.1 Background

Before going too deep, we first chronicle how the importariceetastability was discovered. This
is to introduce a new method of simulating @I**Ms, another idea first published by the author
[Che98a].

107
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Figure 6.1: Typical output spectra for (a) SPICE prototyfpgC program using the same parameters.

6.1.1 Initial Observations

The author was studying an industrial high-speed doubégation CTAYXM [Sch96b], an early
prototype of which was very similar in design to the modulatoFigure 4.1. The prototype
clocked atf, = 1GHz; a 16000-point Hann-windowed spectrum from a transistel SPICE
simulation is shown in Figure 6.1(a). The input tone waklB, and the SNR achieved for an
OSR of 32 was 44.2dB. From (3.3), an ideal double integratidiM achieves SNR.x = 56dB,
and this happens at an input level of aroundldB. Therefore, the prototype appeared nonideal
by about two bits. Moreover, at an OSR of 64, the SNR only impdo3dB to 47.3dB—this
shows that the baseband noise is white rather than shap&dBtgdker octave of oversampling, as
we would expect for a second-ord&>M. A C program was written to model the SPICE circuit,
including such things as finite op amp gain and input restgtamonzero excess delay, and nonzero
DAC pulse rise time. A typical spectrum for the same inputdibons appears in Figure 6.1(b).
The spectrum looks similar except towards dc, where it oo to descend at 15dB/oct. Both
modulators had an unjittered clock, and past experiende SRiCE taught us that it didn’'t seem
reasonable to attribute the SPICE results to, e.g., rofidadr. Why does the spectrum of the
SPICE simulation become white?
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6.1.2 z-Domain Extraction

The new simulation method exploits the bidirectionalitytiké DT/CT equivalence explained in
64.1. For the general DT modulator in Figure 2.17 on page 2&aeka time-domain expression
for the quantizer input(n) in (2.12), reproduced here:
z(n) = i arxr(n — k) + i bru(n — k) + i cky(n — k). (6.1)
k=1 k=1 k=1
Recall that we are using the impulse-invariant transfoionafior DT/CT equivalence, which en-
forces the condition (4.1):

z(n) = 2(t)|i=ns- (6.2)

Thus, (6.1) must hold for a CT modulator at sampling instants
z(nTy) =Y lat((n — k)Ty) + bea((n — k)T,) + cxg((n — k)Ty)] . (6.3)
k=1

This suggests the following: if we simulate a @QY¥XM and extract{z(nTy), a(nTs), y(nTy)},
then we ought to be able to fifdy, by, ¢ } such that (2.15) is satisfied. This will give us the DT
equivalent for the CT modulator.

Example 6.1 During the 16000-clock cycle SPICE simulation of the ptgpe,
the values oft, @, andy at sampling instants were printed out. Using a least-sguare
fitting approach in Matlab, the following best-fit DT differee equation was found for

the group of 50 consecutive samplesiohT;) = z(n) beginning at sample 700:

z(n) = 1.9835z(n—1) — 0.9886z(n —2) + 0.2319u(n —1)

(6.4)
— 0.2083y(n—1) + 0.0511y(n—2) + 0.0462y(n — 3),

lelle = 19.43mV, gl = 4.914mV. (6.5)

The fitis not perfect, as evidenced by the nonzetf, and||¢||, valuesin (6.5), which
are (respectively) the maximum and rms errors between thiefibe:(n) in (6.4) and
the z(nT) from SPICE.x(n) spans a range of abot500mV, so the rms errofie||-

is about 1% of the full-scale range ofn).
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Taking theZ-transform of (6.4) and using (2.11), we find the loop tranffaction

to be
—2.0000z71 + 0.4906272 + 0.4436z3

1 —1.9835271 4 0.98862~2
Thus, thez-domain extraction method allows us to see thi) actually implemented

H(z) = 0.1042 (6.6)

(as opposed to thé/ (z) we thought we had implemented) in a @QYXM. (6.6) is
quite a bit different from thé7 (z) = (—227'+27%)/(1 — z~')* we desire in a double
integrationAY.M. First, the ratio of the ™! /2~2 numerator coefficients is closer tol
than—2, andz~3 is nonzero. Second, from (2.2) the polestfz) are the zeros of
NTF(z), and factoring the denominator of (6.6) gives pales 0.994/44.1°. Ideally,

this would bez = 1/0°. Using the group of 50 samples starting at sample 7000 yields
a best-fitz(n) of

z(n) = 1.9587x(n—1) — 0.9832zx(n—2) + 0.2241u(n—1)

(6.7)
— 0.2027y(n—1) + 0.050ly(n—2) + 0.0468y(n —3),

lelloe = 26.62mV, |lg]l. = 7.061mV. (6.8)

The NTF zeros are now found to 9992/+9.0°. The magnitude is similar to that
found from (6.6), but the angle has changed front 403.0°. The coefficients of the
best-fit equation seem sensitive to the group of samplesaohos O

6.1.3 Examining the Errors

For the groups of samples in Example 6.1, Figure 6.2 illtstréhe SPICE values afnT) with
clear bars, and the errors (the solid bars, magnified for eagewing) between:(nT;) and the
best-fit Matlab equations(n) in (6.4) and (6.7). At samples 709 and 710 in Figure 6.2(&xeth
is a large error followed by an error of opposite sign; the sasrtrue at samples 7018 and 7019
in Figure 6.2(b). Resimulating with more detail producee same problem at samples 179 and
180 and the circuit waveforms in Figure 6.3. We noticed théchiag errors of opposite sign
coincided withadditionalexcess delay at sample 178: the nominal excess delay inghigrdis

pa =~ 0.20, but at sample 178 in Figure 6.3, the delay s~ 0.30. Recall that the second integrator
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Figure 6.2: Examples of-domain extraction from SPICE data.

output in Figure 4.1 is precisely, the quantizer input; notice that in Figure 6.3(b), the a0 at
sample 178 (illustrated by the small circle) is close to zéris this which causes the extra delay:
small quantizer inputs lead to longer regeneration timdschvleads to increased excess delay.
Figure 6.4 plots excess delay against quantizer input radgifor many sampling instants and

proves the point.

6.1.4 Usefulness of-Domain Extraction

It was because of the-domain extraction method that we stumbled upon the sigmite of
metastability in CTAYXMs. Some general comments about the usefulness of the matbad

order. First, the good things:

e lItrequires relatively few samples to work, and hence reddyilittle simulation: for example,
50 samples are enough for a good least-squares fit. Theserfilesacould be the first 50
rather than later sequences of 50 as we used in Example 6idh wieans we can apply it
with a quick SPICE simulation rather than a lengthy one.

e It works on data from any simulation program, SPICE or otheewwhich can print out
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Figure 6.3: First and second integrator output waveformsf8PICE showing additional excess delay at sample 178.
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circuit values at sampling times.

e It turns out to be good at modeling certain types of nonidgaduch as DAC waveforms

with delay or nonzero rise time, well.

e It allows us to determine thé&/ (z), and consequently the NTH, actually implemented.

This could be useful as a design check on NAJF
The bad things are:

e Guesswork as to which terms to include on the RHS of the fittiggation is sometimes

required to find a fit with a small error.

e Certain types of nonidealities, such as nonlinear intéygatapacitors (or, indeed, quantizer
metastability—it was this that was predominantly to blamelie largish matching errors in
(6.5) and (6.8)), seem difficult or impossible to model elyadthis might be improved with
a better selection of fitting terms.

We had, perhaps naively, hoped to be able to use the methagptesit CT simulation altogether:
with a perfectz-domain fit, one could simply simulate a CT modulator usirgdifference equa-
tion. Instead, the method seems appropriate toims®njunction with rather than in place of,
full-circuit CT simulation. We should also mention that@rcbe, and was successfully, used in an
SC modulator to identify clipping integrator outputs as teason for poor performance, so it can
be applied to DT simulations as well.

6.2 Latches and Metastability

Published high-speed CXXMs tend to be bipolar-only circuits with a one-bit quantiz&typical
guantizer for such circuits was shown in Figure 4.15, repced here as Figure 6.5. As we said
earlier, the transistors in the dotted box can be reconddotproduce RZ instead of NRZ wave-
forms. The dashed box contains the four transistors redglerier regeneration: when the circuit

is enabled, the voltage differentg; at the bases of the emitter follower transistors is amplified



114 Chapter 6: Quantizer Metastability

—— Preamp 1] Master X Slave

7\

7\

oV

outp

oV

outn

- —
N N
RIe% Ref§ %Ref Rle Ref§ %Ref RIe % Ref§ %Ref

Figure 6.5: Typical high-speed C&XY¥~M master-slave latched comparator with preamplifier.

positive feedback until the maximum positive (digital) or negative (digital-1) voltage differ-
ence is reached. In an ideal latch there exists a third ogtpte, thenetastablestate, where the
inputs are balanced resulting in a OV differential outpghsi. This state is unstable in that a slight
perturbation (e.g., from circuit noise) will push the latolwards one of its stable states, hence the

metastable state itself is never observed in practice.

6.2.1 Digital Circuits vs. AYXMs

The usual analyses of metastability in digital latches BedH0r89] treat the regenerative circuit
as a single-pole system where the voltage differen¢e=at) increases exponentially with a time
constant inversely proportional to the gain-bandwidthY@Bduct of the system. Such a treatment
is valid here: Figure 6.6(a) is a SPICE transistor-leveluation of just the master portion of
Figure 6.5 with input voltages given in the legend box. Thigedential pair amplifies the input
voltage in the first half clock cycle, then the regenerativadjis enabled a' = 1ns and the value
V,.q rises exponentiallyl¢g V,. is a straight line) until near the output voltage limit.

In digital circuits, the usual question to be answered isatwé the probability that the latch
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Figure 6.6: Output of (a) master stage, (b) slave stage.

output is a valid digital level at timegiven a certain setup time? In CYXMs, we are interested
in a different question. Figure 6.6(b) plots the output of\$ latch whose input is first driven
negative to make the latch output, then slightly positive to the value in the legend box. Note
that the time when the latch output crosses zero on its wayl tearies as a function of the positive
input voltage (and that very small positive inputs causddtah to produce a glitch). This output
voltage drives the DACs, and variations in its zero-crggsime (ZCT) have exactly the same
effect as quantizer clock jitter—random edge variationslutate out-of-band noise into the signal
band and whiten the spectrum. Thus, the question that cosiceris, what is the exact shape of
the DAC output waveform? Most particularly, how does its 2GFy for quantizer input voltages

changing sign between clock periods?

When we initially studied this problem we were hoping to fimdamalytic answer to the ques-
tion using methods along the lines of those published in ape CMOS latches. However, we
encountered a number of difficulties that meant a formuldedws. First, published papers gen-
erally solve for one variable (the probability that the auitis a valid digital level) based on one
parameter (the setup time); in our work, we care alhoatvariables (the ZCT and also the rise

time) as a function ofwo parameters (the input voltage and its slope). Second, pape€CMOS
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latches generally look just at the latch output; in our cagsle the latch output is important in
its own right, we are really more interested in DAC output waveform. The latch output drives
an emitter follower which drives the DAC differential paép there are additional stages whose
behavior must be characterized.

Surely neither of these difficulties means an analytic apghnas outright impossible. The work
in [Hoh84] treats a latch with a multivibrator input stagehieh is more complicated than what
most papers treat and could perhaps be adapted for our gsrgdewever, we eventually decided
to adopt an empirical solution to the problem. We must acttepdianger that useful insights which

would otherwise have come out will be obscured.

6.2.2 Characterization Method for AXMs

We determine the ZCT and rise time characteristics of a dateh from simulation. A transistor-
level SPICE file describing the complete feedback circatrfdatch input to feedback output is
composed. The input to the latch is a piecewise-linear wavetwfirst goes negative to drive the
feedback output negative, then positive with slopeso that at the next clocking instant the latch
input is a specified value,. For many differen{v,, vy) pairs, the ZCT relative to the previous
sampling instant (which we cali; = p,7 for “delay time”) and the feedback output rise time
(which we callr, = p, T, for “rise time”) are calculated. It is assumed that the camveuld be the
same for a falling output wave, i.e., that the circuit is éiéintial and hence symmetric. If this did
not hold, it would be possible to characterjzeandp, both for rising and falling latch inputs.

Example 6.2 The process is illustrated in Figure 6.7, which is for an N&f8h
like Figure 6.5 except with no preamplifier stage. The claateris f, = 500MHz
(T, = 2ps), and the transistors have a switching speed of afjout 12GHz. In the
upper graph, we se@,, v,) = (0.2,0.6) for the input wavel;,, att = 0. The latch
output goes through an emitter follower to a differentialr @2AC whose collectors
have been terminated with resistors. Itis the differeméaistor voltage that we plot as
Voue In the bottom graph. We calculatg,, p.) = (0.0860,0.0386) and this is plotted
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Figure 6.7: SPICE input and output waveforms with linearragjmation to output.

as the dotted line in the bottom graph; the approximatiorn&adactual waveform is
quite good.

Our input wave is such that we are characterizing the quamitiy driving it hard
one way, which makes it emit a “strong pulse”, then weakly atiger way, which
makes a “weak pulse”. Experience shows that this is by fantbst common case—
rarely is the quantizer input of a real modulator such thagthantizer would emit two

weak pulses in a row. O

Using Perl [Wal96] helps greatly to automate the procedarenany(v,, vy) pairs. Curves for
pq @ndp, for our M/S latch and DACs from Example 6.2 are plotted in F&6.8. These curves
indicate that for inputs close to zero, both the ZCT and tke time increase, c.f. Figure 6.6(b).
Moreover, for small enough inputs, no zero crossing is meakwvhich is what we saw with the
glitch in Figure 6.6(b) forV;,, = 0.3mV—this is an example of quantizer hysteresis. And, as the
input passes through. with higher slopes, delayed zero crossings and hysterapjsem for larger

values ofv,. These curves have been normalized so thas relative to the expected full-scale
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Figure 6.8: Example of numerically-characterizgdandp,. values.

guantizer input, which for our example circuit happens taHi¥. v,; values are normalized to full
scale volts per clock period and swept from 0 tar2.= 2 corresponds to a straight line quantizer
input that goes from positive to negative full-scale ovee clock period. Typically the maximum
guantizer slope can be observed to be about half this mushgththe quantizer input isn’t usually
a perfectly straight line (recall; in Figure 3.1). Nonetheless,; = 2 should be larger than most
practically-occurring slopes.

The data from Figure 6.8 is used as input to the RK4 simulgtraigram from Chapter 5; at
each clocking instant, the program calculates v,;) and uses linear interpolation to fig,, p, ),
which are then used to set the feedback pulse’s delay timaiaadime. Essentially, we are
employing the technique dfehavioral modelingCur95].

6.2.3 \Validation of Quantizer Model

How good is the behavioral model? In other words, how well loe tesults from ouAYXM

simulator using the behavioral quantizer model agree \aitlsé from full-circuit simulation?

Example 6.3 The comparator and feedback circuitry of the prototype-dou
ble integration modulator i§6.1 designed in arf; = 25GHz process clocking at

fs = 1GHz were characterized as described in Example 6.2, and ayg ofdhe pa-
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Figure 6.9: Comparison of SPICE and Runge-Kutta simulgtimgrams: (a) output spectra, (b) quantizer input pdfs.

rameters from the actual circuit as possible (such as fintegrator gain and input
resistance) were included in an input file to the RK4 simulak@r a—4dB input at
3.1MHz, output spectra for a 16384-point SPICE simulatiot 64 averaged 16384-
point periodograms from the RK4 simulation are shown in Fegé.9(a). The spec-
trum details agree quite well, and there is acceptable agreebetween calculated
SNR values at OSR: 32 and64, as shown on the graph. The RK4 program predicts a
slightly lower white noise floor due to metastability thanlSE. Figure 6.9(b) shows

a histogram of the quantizer input palf(a)) from each simulator, and good agreement
is seen—we are modeling the behavior and voltage levelsingdl circuit quite well.

A dynamic range plot is shown in Figure 6.10(a). The RK4 valoESNR were
found from 32 averaged 4096-point periodograms, and in ER&h value was found
from a single 4096-point simulation. The agreement betwbertwo is quite good,
and it is worth noting that while each RK4 simulation of 12&Kkmut bits took about
30 seconds, a single 4096-bit SPICE simulation took overliours. O

Behavioral models are meant to increase simulation speéd mhintaining accuracy, and we see
that our quantizer model scores well on both counts.
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Figure 6.10: Comparison of SPICE and Runge-Kutta simulgitograms: (a) dynamic range plot, (b) quantizer input

limit cycle for low magnitude input.

Example 6.4 We made an interesting discovery in the course of this wit&:
effect of metastability for small input magnitudes. Thetdakline in Figure 6.10(a)
has slope 1dB/dB, which is the expected slope of the SNR psat magnitude curve.
This slope is observed in simulation for large input ampliés, but as input amplitude
decreases, we achieve SNRO for an input magnitude of42dB, whereas the dashed
line predicts SNR= 0 at—52dB input. With a—40dB modulator input, observation of
the quantizer input as a function of time reveals the bemakiown in Figure 6.10(b):
up to about sample 160, the quantizer behaves as it shouldhém the modulator
enters a{+1, —1} limit cycle from which it does not escape at a later time. @lga
the modulator output no longer encodes the input signaliatgbint. The author
observed this behavior in both RK4 and SPICE simulations.

It is known [Fee91] that integrators with finite gain can easach behavior. How-
ever, it was found in RK4 simulations with a metastable gazanthat the behavior
occurred even with ideal (i.e., infinite-gain) integratolswas thought that perhaps

a quantizer with hysteresis alone (i.e., witbnstantp, andp,.) might also cause the
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AYM to exhibit the behavior, but this was not found to be the caitle infinite-gain
integrators. Therefore, it appears that quantizer mdidisyacan result in worsened
sensitivity of an otherwise ideal CAX>Ms to small input levels.

It should be noted that the metastability is indeed beingteaen Figure 6.10(b).
From samples 160 to 300 or so the bottom envelope of the geaiiput is near zero,
which activates the metastability. It “escapes” from thisd® of behavior only to have
thetopof the envelope approach zero and activate the metasyadiiBample 320. The
metastability is excited alternately by the envelope top lamitom every few hundred
cycles. O

This resultis of grave significance because it implies uaismgle large-amplitude tone to estimate
modulator resolution is insufficient: one might predict a B&sed on an incorrect assumption of
a slope of 1dB/dB down to SNR 0. To the author’s knowledge, this is a previously unpublishe
result.

Admittedly, there is no absolute guarantee that changiegytrantizer circuit will mean the
agreement between behavioral and SPICE simulation rengamiod. However, we have more
than one reason to be confident that our behavioral modedeasified the key issues. First, we
have good agreement not just on SNR, but on output spectreaisdand quantizer input pdf
too. Second, the behavioral model correctly predictedithi tycle behavior, a result which was
unknown a priori. For the remainder of this chapter we usg tré behavioral model for circuit

performance measurements.

6.3 Real Quantizer Performance Effects

The design of CTAXMs is usually done assuming an ideal quantizer, which haystefresis and
makes a decision instantly. The characteristics of suchaatqer are plotted in Figure 6.11(a):
pq is always zero no matter how small is. Practical quantizers suffer from three nonidealities
which can be distinguished as follows:

1. Excess delay, Figure 6.11(b), means a vertical shift efghantizer curve; more excess



122

Chapter 6: Quantizer Metastability

Py Py P P

Metastability

Excess delay

Vi

(@) (b) (© (d) (e)

Figure 6.11: Quantizer characteristics: (a) ideal, (b)esscdelay, (c) hysteresis, (d) metastability, (e) praktica

Metastability severity is proportional to the area of thaddd region.

delay means a greater vertical shift. As we noted in Chaptiedeffect of excess delay is to
increase in-band noise and lower MSA which in combinatiangmmise overall modulator
DR.

Hysteresis, Figure 6.11(c), causes a horizontal shiti@turve proportional to the amount
of hysteresis. From§3.1.3, quantizer hysteresis in an otherwise ideal systeis adise
power in the baseband for LP modulators [Bos88]. An examplts @ffects for the third-
order LP ButterworthAYXM studied in Chapter 5 is depicted graphically here. In Fig-
ure 6.12(a), we see.(«) becoming wider with hysteresis; this is expected becausenas
as the quantizer output bit remains the same, the circuiiside the loop will continue
integrating in the same direction, enlarging signal swinlgsa modulator whose integra-
tor outputs clip, hysteresis introduces harmonic distortimoreover, too large an internal
signal excursion range leads onlygmdualinstability and hence DR loss, as shown in Fig-
ure 6.12(b)—hardly any performance is lost even for largedmgsis. By contrast, [Cha92]
found 1% hysteresis caused significant performance lossgththis is at odds with other
publications and our own results.

Metastability, Figure 6.11(d), means that the sharperimthe ideal quantizer character-
istics becomes smooth instead. The severity of the metastabrelated to the amount of
area underneath the curve: curves with a more abrupt coaverlass area under them and

hence less metastability.
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Figure 6.12: Quantizer hysteresis in third-order Buttettvanodulator: (a) quantizer input pdf, (b) modulator dymam

range.

A real quantizer has all three effects simultaneously, fdghill(e), as we saw in Figure 6.8.
Along with the losses already caused by excess delay andrbg#, metastability introduces two
additional performance-limiting effects. First, at lowpirt amplitudes, there is the output limit
cycle behavior mentioned in Example 6.4 and depicted inréigul3(a) for a double integration
modulator. Second, at higher input amplitudes spectralenitig occurs due to theariability of

pq Mmentioned irk6.1.3. A typical spectrum is depicted in Figure 6.13(b).

Example 6.5 The DR impact of using the quantizer characteristics irufFgg.8
on several kinds of LAYM is shown in Figure 6.14. In order to make the comparison
fair, the modulators had their feedbacks scaled so thatahéyad the same quantizer
input pdf standard deviation of, = 1/3%. We observe the following:

¢ Anideal modulator exhibit§m+3dB/oct improvement of SNR with OSR, where
m is the modulator order. A modulator with a metastable quantwill, for
large enough OSR, be limited to a mere 3dB/oct improvemerduse the noise

1Sincep.(a) is roughly Gaussian [Bos88], fixing, assures roughly the same distribution of abscissae in the
guantizer characteristic in Figure 6.8, and hence a roughigparable ordinate distribution.
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Figure 6.13: Typical output spectra from double integratdo>M with a real quantizer: (a) low input amplitude, (b)

high input amplitude.

notch in the output spectrum is filled in with white noise. B quantizer from
Example 6.2, going from OSR 32 to OSR= 64 (shown by the dash-dot lines)
gives us only 3dB SNR improvement. This means the DR at @SR for all

modulators is cut drastically by a full factor of two.

e The dashed lines show modulators with hysteresis and fixed
(pa, pr) = (8.6%,3.9%);
compared with the ideal modulator, DR is hardly compromiaedll, perhaps

0—3dB depending on the modulator order.

e The limit cycle behavior im\¥XMs with metastable quantizers mentioned earlier
seems only to affect the lower-order modulators: the higinder modulators
have 1dB/dB slope all the way down to low input magnitudesegxperhaps for
a slight dip near-35dB.

Metastability clearly has a major impact on the DR of theggtipeed CTAYXMs. O
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Figure 6.15: Comparison of clock jitter to quantizer methdity: (a) DAC pulse width variation histogram, (b) outpu

spectrum.

There is a relationship between performance lost by mddiisgaand that lost by clock jitter
which can be explained as follows.

Example 6.8 We know that random variation in DAC pulse width (DPW) filtet
output spectrum noise notch with white noise. The solid ilimEigure 6.15(a) shows
a histogram of DPW variation for the fifth-order modulatottiwan ideal sampling
clock and a metastable quantizer with characteristic goyelRigure 6.8. The standard
deviation of this distribution ig,,,, = 5.95 x 10~*T}. To get the same DPW variance
from a modulator with an ideal quantizer and a clock with peledent jitter, we must
set the jitter variance to

05 = s/ V2. (6.9)

This results in the dashed-line histogram in Figure 6.15{0te thato;;;; ~ 0ys.
Since the DPW variance is about the same in both c§5e3taught us that the spec-
trum whitening should also be about the same. Figure 6.1{bdrates this to be the
case: the SNR value for the modulator with the metastablatqes is 31.7dB, while

that for the modulator with clock jitter is 34.9dB. The noft@ors are close but not
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identical because the distribution of the DPW histogramaefanetastable quantizer is

not particularly Gaussian. Even still, the agreement iseggood. O

Clock jitter is not identical to metastability because &lgitter does not cause the limit cycle
behavior observed in Example 6.4 for low input amplitudéss the white noise levels that are
roughly the same in both for large-enough input amplitudBsough the DRs might differ, the

peak SNR measured in both would come out about the same.

6.4 Mitigating Metastability Performance Loss

How can we overcome the performance penalties imposed bytigaa metastability? Several
answers to this question suggest themselves when we cottsgdeource of the loss: the variations
in the DPW caused by finite quantizer regeneration. We obseat the start 0§6.3 that this
variancer p pyy IS related to the area under the metastability curve in Eigut1(e), or equivalently
the “sharpness” of the corner in the curve. What approachghktiwe take to reduce its area or

sharpness?

6.4.1 Parameter Scaling

The first thing we might think of is to scale the modulator pageters to enlarge the quantizer input
standard deviation,. This works as follows: we know that if the magnitude of thatizer input

is small, then the ZCT increases. For the quantizer in Figuseinputs which cause increased
ZCT are approximately those for whigh,| < 100mV. By increasingr,., we widen the range of
possible quantizer inputs so that the probability«af < 100mV is decreased. Alternately, we
may think of this as scaling the, axis by compressing the metastability curves towardspthe
axis. This reduces the effective area under a given curvéance reducesppyy .

Example 6.7 Example 6.5 used, = 0.33. We illustrate the effect of choosing
o, ranging from 0.1 up to 0.5 in Figure 6.16. In Figure 6.16(&g metastability

curve forv, = 0.6 is plotted as a function aof,; we can see the corner of the curve
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Figure 6.16: (a) Quantizer metastability curves and (b) uhatdr performance as a function @f.

becoming sharper as.increases, which leads to more favorablge /7, and SNR in
Figure 6.16(b). O

Generally, itis a good idea to have the quantizer input spdarge a range as possible. The range
can be increased by, for example, choosing smaller infegragpacitors and larger feedback
currents. Circuit constraints will ultimately limit the mianum achievable range; for our case, the
guantizer input can swing abott1V differential while still keeping all transistors operadi in
their forward active regions. Having too small a swing rarsg® be avoided because as we see in
Figure 6.16(b) it quickly becomes detrimental for SNR.

6.4.2 Regeneration Time

In §6.2.1, we said that the regeneration time of a latch is imhgygroportional to the GB product

of the regeneration circuit. If we were to increase this G&dpict, the corners of the metastability
curves would become sharper as follows: the slope of theesurvFigure 6.6(a) would increase,
which in turn would, we hope, mean that it would takeraallerinput levelv, for the curves in

Figure 6.6(b) to exhibitincreased delay—in other wordstlie set ofu, values in that legend box,



Chapter 6: Quantizer Metastability 129

a1

80

2
£
S
781 I 4
o
3,
76 2
n
2,
74t S
©
- 1 1 1 1
?72f 0.9 1 1.1 1.2 1.3
&
Fot
L4 ?9 T T T T
£
68 S
L7 ]
©
66 =
8
=5 B
L 0
64 S
<
62 Il Il Il L D 3 L L L
0.9 1 1.1 12 13 0.9 1 1.1 1.2 13
Ven V) Vv, (V)

(@) (b)

Figure 6.17: Effect ob,,, on (a) regeneration time, (b) slew rates at latch output ai@ Butput.

the rising output edges would be bunched more closely tegeth turn, the curves in Figure 6.8

would rise towards infinity more abruptly, i.e., the cornecbmes more pronounced.

Example 6.8 One way to affect the regeneration time constaptof the latch
in Figure 6.5 is to change the current in the regenerativelgtis is accomplished
by altering the voltagé’/.,,. To keep the comparison reasonable, we will adjgst
and R, simultaneously to keep the latch output voltage swing atirgaat-300mV.
Sweepingd/,,, over the range 0.90V to 1.35V and extractingfrom simulation yields
the curve of Figure 6.17(a): as is usual with ECL circuitgréhexists a current/load
resistor combination which minimizes rise time which foisttatch occurs at about
V., = 1.15V. While fast linear settling is important, surely as im@mtfor ZCT is the
nonlinear settling behavior, i.e., slewing. Figure 6.)f{lots the slew rates at both
the latch output (top) and DAC output (bottom) as a functibirg.

Figure 6.18(a) shows quantizer metastability curves fpe 0.6 asV,,, changes.
There is some sharpening of the corner with incredégdbut as an added bonus also

lower p; and hysteresis. Just as diminishing returns are apparengt, o too are they
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Figure 6.18: (a) Quantizer metastability curves and (b) utetdr performance as a functionof,.

in Figure 6.18(b) where the SNR is plotted agaivist The optimum SNR does not
quite occur where,, is a minimum—very minor improvements are obtained’asis

raised further because of the increase in slew rate. |

Ensuring adequate regeneration is a good idea &> 8’s latch. SettingV,,, very high might
use more power than necessary to achieve a given SNR, scettiste a tradeoff between power
consumption and SNR, though we could use smaller transigtioose peak speed occurs at lower

bias current.

6.4.3 Preamplification

A third thing we can try is using a latch with a preamplifier.igs similar to signal scaling in
§6.4.1 but not identical because we actually insert a newitislement into the forward path.
How do we choose its gain? Traditional analyses show thatdecaded amplifiers there exists an
optimum gain per stage that maximizes the overall amplifiBrgBoduct and hence the amplifier
speed. Depending on the assumptions made, the optimumsgeitihére = 2.72 [Sne96, Chap.
2] or /e = 1.65 [Lee98, Chap. 8]. In the present circuit, we will considelyoone preamplifier
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Figure 6.19: (a) Quantizer metastability curves and (b) metdr performance as a function of preamplifier gain.
stage and study how its gain affects metastability perfoaan the following example.

Example 6.9 Figure 6.19(a) shows metastability curves for a quantiaén a
simple differential pair preamplifier as depicted in Figét®. The gain was varied
between 1 and 10 by changing the valug®f. Increasing the gain has the desirable
effect of sharpening the corner of the metastability cufeesonstant quantizer in-
puts (see the solid lines in the figure), but &ewinginputs little sharpening can be
seen as gain rises. Hysteresis increases slightly with gaohin fact it has increased
substantially over Figure 6.18(a) from about 10mV to ab&m®. This is not terribly
detrimental to performance as we learned in Figure 6.12.

Figure 6.19(b) shows that a preamplifier does offer some 3NRavement (about

2dB) over parameter scaling, Figure 6.16(b), and regeperdéime lowering, Fig-
ure 6.18(b). There is little point in using a gain above 4ppears. O

Thus, preamplifying is somewhat beneficial for performaaeancillary benefit of a preamplifier

with an emitter follower buffer between it and the latch ibmua reduction in clock feedthrough
noise [Lee92].
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Figure 6.20: (a) Quantizer metastability curves and (bpotgpectrum for quantizer with an additional latching stag
6.4.4 Additional Latching Stages

A fourth thing we can try is using additional latching stagéter the slave stage in Figure 6.5
[Jen95]. Clocking each stage on the opposite clock phase fine previous stage gives the pre-
vious stage a good deal of time to settle. The drawback i$\ kéching stage adds an additional
half-sample delay in the feedback loop, and from Chaptelisidélay is detrimental to stability

and dynamic range. However, we can somewhat overcome thalsleqmms by tuning thé, andk;,
feedback parameters.

Example 6.10 Figure 6.20(a) shows quantizer metastability curves torase-
line latch which has only master and slave half-stages, aladch that has a third
half-stage following the slave which is clocked on the saimase as the master. We
have added one half sample of extra delay as can be seen aoglihg axis where
pas 1S 0.5 more tham,, on the left axis, but the variation @f;; with v, is drastically
reduced. This results in a huge improvement—aldodB—in the white noise floor
of the output spectrum, Figure 6.20(b). From simulation fwwve DPW variance has
dropped nearly two orders of magnitude, frér x 10737, to 1.4 x 10~*T..

The fifth-order modulator was unstable wijthh = 0.6 and nominak values, but



Chapter 6: Quantizer Metastability 133

Table 6.1: Performance of LP modulators with two- and thrallatches against ideal.

Modulator | OSR || Ideal g.,pq = 0.0 Two half-latch Ideal g.,p04 = 0.6 Three half-latch
DR | Peak SNR| DR | Peak SNR|| DR | Peak SNR| DR | Peak SNR
Double 32 64dB 56dB | 45dB 50dB | 52dB 46dB | 52dB 46dB
integration| 64 79dB 69dB | 43dB 55dB || 67dB 61dB | 67dB 60dB
3rd order 32 74dB 68dB | 49dB 52dB | 66dB 61dB | 66dB 61dB
Butter 64 95dB 89dB | 51dB 55dB || 88dB 83dB | 84dB 81dB
4th order 32 78dB 74dB | 48dB 51dB | 68dB 65dB | 67dB 65dB
Butter 64 | 105dB 99dB | 50dB 54dB || 95dB 91dB | 85dB 85dB
5th order 32 83dB 80dB | 47dB 50dB || 73dB 69dB | 72dB 69dB
Cheby 64 | 116dB 111dB | 50dB 53dB || 107dB 103dB | 85dB 85dB

the ks were tuned so that the modulator was stable and the DR of alatodwith an
ideal quantizer was maximized at = 0.6. One artifact of the largg, is the peak in
the spectrum &i.025 f,, something which is caused by the movement of the equivalent

DT loop filter poles toward the unit circle as excess loop ylélareases. O

We seem to have come across a solution to the metastabitibjgmn. How well does it work in

general?

Example 6.1t Figure 6.21 shows DR plots for several lA2-Ms for an ideal
guantizer and the two quantizers with the metastabilityesiin Figure 6.20(a). With
two half-latches, there is only about 10% excess delay,Hautttird half-latch pushes
that up to 60%. A modulator with an ideal quantizer and 60%ylekually requires
k tuning to remain stable, and even then, the DR is less thatiéot0% delay case.
However, when the ideal quantizer is replaced with a mdtéestane, the three half-
latch quantizer is the clear DR winner.

Table 6.1 summarizes the results for four cases: an idealtiqgeg a quantizer
with two half-latches, an ideal quantizer with 60% excesspldelay and tuneds

to maximize DR, and a quantizer with three half-latches dedsame tuneéls. For
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high-order modulators with high OSR, the white noise raésglfrom metastability is
what limits the achievable performance, though much legerely when with three

rather than two half-latches. d

The idea of using a third latching stage “to provide add#éioegeneration” is mentioned in passing
in [Jen95, p. 1123], though the claim that “the extra 1/2 ylelaes not have any impact on mod-
ulator performance” seems suspect given the first two rowgabfe 6.1: we find a half-sample
delay costs 12dB of DR in an ideal second-order&3IM. Adding a fourth latching stage will not
usually be possible because stabilizing a&£XM with a full sample of delay probably cannot be
accomplished through feedback tuning, but even the thaglesis clearly highly advantageous for

performance.

6.4.5 Other Modulator Architectures

The previous four subsections assumedAPMs with NRZ DACs, but we said in Chapter 4 and
65.2.2 that it is possible to build LP modulators with RZ DAG&I&P modulators which use both
RZ and HRZ DACs. An RZ DAC will be affected by metastabilitynmuch the same way as an
NRZ DAC: the time when the rising edge begins will vary depegdnv, andv,,. To make the
latch output return to zero &t57, simply requires connecting the bases of the transistorisan t
dotted box in Figure 6.5 to the same node as their respedtilectors; thus, the falling RZ edge
is not affected by metastability. But given the samg in an NRZ vs. an RZ system, it will cause
3dB more noise in the RZ output spectrum because the samappears twice as large relative to
an RZ pulse (which is half the width of an NRZ pulse).

That being said, applying the ideas of the previous sulmmeddi still worthwhile. In (5.15),
we found the equivalent CT loop filter for a double integratinodulator when the DAC has RZ
pulses. We can do the same thing for a DAC with HRZ pulses, hvigsults in

H(z) (6.10)

~

2241 H(s)= =252 RZDAC
H(s) = =%5%=2 HRZ DAC.

—12

We can build an HRZ DAC with an additional latching stage igu¥e 6.5—and we learned in
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§6.4.4 that adding such a stage greatly reduces DPW jittesechhly metastability. Thus, rather
than building LPAYXMs with RZ DACs, it behooves us to choose HRZ DACs.

BP modulators with a noise notch At/4 have the property that there is a two-sample delay
in the numerator of the loop filtef7 (=), we learned in (4.33). If we choose the one digital delay
BP architecture, then we need to insert a full sample of dieldiie feedback path. This can be
accomplished by using not one kwto additional half-latches in Figure 6.5—and once again, the
previous subsection showed adding half-latches provighesunity to metastability DPW jitter.
Thus, any modulator with a two-sample delay in the numer@ttiich is the case for the BP
fs/4 modulators treated here) should be built with one digitéylén the feedback path. lany
modulator with only a single sample of delay, HRZ-style DA@ges are called for, as we noted
in the previous paragraph for LP modulators.

Using a multibit quantizer is intriguing because it appeargive a win: for an\/-level quan-
tizer, there are noWM — 1) regions around which metastability can occur but the destdretween
steps is smaller by a factor ¢/ — 1). DPW variance power is related to the square of this lat-
ter quantity, so it offsets the increase in number of mebdgiiaregions and appears to result in

10log,,(M — 1) dB smaller white noise power. This topic could benefit frortufa study.

6.5 Maximum Clocking Frequency

In our LP NRZ examples so far, we have been clocking;at= 500MHz in a fr = 12GHz
technology. A natural question arises: what is the maxinfuat which it is safe to clock given a
converter resolution specification?

As we increasé,, two things together limit resolution. First, the transrgwitching time starts
to become a larger fraction of a clock period. This meanstbess loop delay, and DAC pulse
rise timep, start to increase. There comes a point when excess loop nelkgs the modulator
completely unstable and impervious to stabilization tigtoteedback coefficient tuning. Second,

the metastability behavior of even the three half-latch garator will start to degradeWe study

2In §6.4.5 we suggested using half rather than full DAC pulsed. bmodulators. While RZ LRAYMs remain
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Figure 6.22: (a) Effect of increasinfy on p; andp,., (b) theoretical vs. measured switching time.

both of these issues in the following example.

Example 6.12 Figure 6.22(a) shows hoy; andp, change as we increase the
clock speed of the three half-latch comparator from 500MiH2.5GHz. Returning to
our crude formula fop, in (4.12),

ntfs
fr’

we see that it is somewhat pessimistic. First of gjl,and p, are both quite linear

g~ (6.11)

with f,/ fr, as predicted by (6.11). Moreover, our circuit has= 3 transistors in the
feedback path (two followers and a differential pair), andrem (6.11) we expect
them to have switched fully after

nifs _ o543 (6.12)

Jr Ir

stable for more excess delay than NRZ NXMs, the worsening of performance due to metastability iases

0.5 +

proportionally withf for both styles of modulator. As the following example shoivis metastability that limits DR

more than stability; thus, RAXMs have no performance advantage over NR¥Y.Ms at high clock speeds.
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Figure 6.23: Effect of increasinfy, on (a)o,,,s, (b) calculated and simulated noise level.

where the 0.5 is for the extra half-latch. In termggtandp,., full switching is accom-
plished after

pa + 0.5p,, (6.13)

c.f. Figure 6.7. Figure 6.22(b) plots both (6.12) and (6. t&her than using a factor
of n;, = 3in (6.12), a better fit is obtained with a factor of 2.25.

In any case, Figure 6.23(a) shows, as a function off, with both variables
on a log scale. This was found from simulating the fifth-ordBrNRZ modulator
with feedbacks tuned for optimal DR at the given clock fraggyeover the range
500MHz to 2.5GHz, and finding the variance of the DPW histoygli&e the one in
Figure 6.15(a). Using those same simulations with an OSR @tt 8lock frequencies
from 500MHz to 2.5GHz yields the in-band white noise level pm shown in Fig-
ure 6.23(b). This agrees to within 3dB with the calculatei@drom (5.13) where
N = 8192, o is found from (6.9), and;, ~ 1.1 is found from simulation. The mod-
ulator goes unstable & = 2.5GHz due to excess delay and no amount of feedback

tuning seems to restore stability. O

We can use the data in Figure 6.23 to come up with an approginude¢ of thumb for the
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maximum performance achievable with a three-half latchntjgar assuming in-band noise is
dominated by white noise due to metastability and= 3 transistors in the feedback path. The

calculation is shown i§A.2, and the results are equations (A.16) and (A.18):

DR > 11.5+ 0.5log, OSR bits fo) fr < 5%

. (6.14)
DR ~ 8.5+ 0.5log, OSR+ log, 24T bits, [,/ fr > 6%.

This tells us that clocking slower than about 5%fefis recommended if we desire at least 14-
bit performance with a reasonable OSR like 32 or 64; betteiopaance can be achieved with
a slower clock. Clocking faster than 5% or so ff means we are limited to 12-bit or worse
performance at the same OSRs. We do not recommend cloclstey flhanf, = 0.2f7 under
any circumstances since stability will be questionablesat ind nonexistent at worst at such high
speeds.

In closing this section, we must comment further on (6.14)stFit gives an upper bound on
DR: DR will be limited either by white noise due to metastapibr quantization noise, depending
on the OSR chosen. Second, it is not continuous: it has a juetyeen 5% and 6%. Third, the
bound is not tight forfr/fs < 5%: DR improves as we slow the clock down, though because
of the semi-empirical nature of the calculations we candilgaextrapolate below this point. We

estimate that metastability will have a negligible effechiost modulators whefy:/ f; < 2%.

6.6 Summary

Quantizer metastability causes a variation in the widtrhefDAC pulses in a CTAXM and de-
grades modulator performance by whitening the in-bandeniis very similar manner to clock
jitter. A three half-latch quantizer design is recommentigdeducing adverse metastability ef-
fects over a simple master/slave design. As was the caseapté&ib, we have distilled our results
into a pair of easy-to-apply equations (6.14). Using thdia tes that metastability starts to become
significant when clocking at more than about 5% of the maxinmamsistor switching speed, lim-
iting modulator resolution to about 12 bits. Higher resing can be obtained by clocking more

slowly.
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Chapter 7

A 4GHz Fourth-Order Band Pass AY>M

Until this point, we have dealt with modulators on a fairlysalact and theoretical level. It would
seem foolish not to supplement this work with some of they+gtitty practical issues in modulator
design and testing. To this end, we present performanceureasnts on an actual fabricated
fourth-order BP CTAXM which clocks atf, = 4GHz and has a center frequencyfof= f,/4 =
1GHz. This will allow us to see how the work in the previous dieap applies to a real desigmd
illustrate some additional practical considerations.

A block diagram of the circuit appears in Figure 7.1. The inmitage is fed through an input

SR “Prclesl T ke |f
v2[ed] éceﬁ Lgfwﬂv

H i
g1 L g2 Ik ‘
CM Py CM & ¢ M
Ve L FB ] = Ve® i |:|3 5] L l DFF
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h2 h4 QRZD
1.5 delays DFE

Figure 7.1: A 4GHz fourth-order BP CAYXM.

transconducto€r, which produces a currenf = G,v; to drive an on-chip parallel LC tank. This

gives the tank output voltage a band pass shape:

GVi _ (Gy/C)s

V, = IoZ10 = —
GoLe sC+1/sL s>+ 1/LC

Vi. (7.1)

141
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The resonator described by (7.1) is a second-order trafusfetion, so the series connection of two
resonators yields a fourth-order modulator. The integratductor has a poor quality factgj;,,

so a@-enhancement transconduct@y is connected as a negative resistor to cancel the positive
resistance of the inductor. Both the galg and the(@ of the resonator),., are tunable. The
guantizer and latches are such that this is a one digitay deidti-feedback architecture, and the
DACs are simple tunable current switches where the feedbpekates via KCL. All in all, the
architecture is fairly reminiscent of Figure 4.1, only wihsonators in place of integrators.

The intended application for this modulator is in a systeke Figure 2.7: it is to be the IF
filter in a 5GHz radio, where we convert the entire band totdigind sort out the components in
the spectrum in software with DSP. It could, in theory, alsaised as an RF converter in a 1GHz
radio. This author wrote a paper on its performance and ptedet at the 1998 Symposium on
VLSI Circuits [Gao098a], but the circuit was designed by VegirGao. In this chapter, we give the
circuit a much more detailed treatment than in that pubbcat

7.1 General Design Considerations

Before discussing this specific modulator, it is instruetis understand how we should go about
choosing the parameters in a gengftgll BP design. We develop a procedure in this section which
was not applied to the design of this modulator, but whicHd:be applied to future designs.

A simplified single-ended model of the modulator appearsgaie 7.2. The design problem
may be stated roughly as follows: given that we desire aicecenter frequency, OSR, and SNR,
how do we choose the parametérsC, R, G,, Gy, ko, andks? We must recognize immediately
that it is more or less mandatory to operate/aii-style resonator af, > 1GHz since on-chip
inductors tend to hav@s that are poor below this frequency. That being said, letissuds the

other constraints on the parameters.

We have renamed some of the parameters (e.g., the feedbpsk they are consistent with what was used in
this design, but inconsistent with earlier naming. Moreotreere is a mild notational conflict in this section with the

feedbackis andk for Boltzmann's constant. The author apologizes for bottihnese.
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Figure 7.2: Approximate single-ended model for modulator.

7.1.1 Element Parameter Selection

In §3.1.5 we noted that the first stage of a modulator is usuadlymbst important part to design
well because nonlinearities and nonidealities here appeaediately at the input. It should come
as no surprise, then, that the first circuit component whixtstrains the design of Figure 7.2 is the
input transconductaf,;. The minimum detectable input voltagg,;,, for the whole modulator is
determined by the input-referred noise(@f; while the maximum voltage,,., is constrained by
its linearity. Let us derive approximate expressions fahda find which parameters are important.
We start with a series/parallel tank transformation a®fedl. The resistoR, = R on the left

of Figure 7.3 represents the finifg, of the inductor,

Figure 7.3: Series/parallel tank equivalence near resmnan

Qr = woL/R. (7.2)

It can be shown [Lee984.4] that over a suitably-restricted frequency range nesomance, the

seriesL R circuit with a parallelC' is approximately equivalent to a purely parallel.C' circuit as
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on the right of Figure 7.3 when

Ry = R(Q}+1), L, = L, (Qz;; 1) | (7.3)

This is useful because at resonance, the impedandeswflC' cancel in the parallel RLC circuit

leaving onlyR,,. Next, we assume that,; is tuned such that it makes a resistardg, to ground

as depicted in Figure 7.4. This is desirable because onda,agaesonance, the positive and

Mi

Figure 7.4: Input transconductor equivalent circuit foiseaconsiderations.

negativeR,s cancel which means we will have an infinite resongt@nd hence an infinitely-deep
notch in the quantization noise. It now becomes possibleite wxpressions for the noise currents
of each resistor and the feedback DAC as depicted in the figure resistors have noise current
densitiesdkT /R, A?/Hz, and assuming the DAC is a bipolar transistor with cotiecurrent

I. = ky, its noise current density will be of the foreyk, A?/Hz [Gra93, Chap. 11]. All these
currents driver, from ground, and therefore they may be referred to the inguditiding them
by G2
certain input-referred noise voltage density, and if weiagsonce again that it is a bipolar-based

21» Whence they become noiseltagedensities. Lastly, the input transconductor itself has a

circuit we may write its noise voltage density 2&87/G,, V?/Hz. Finally, then, all the noise
voltages at the input are uncorrelated, so we add them totgé&tlanput noise voltage density of

o _ 2T | 2k | 8KTwC

v2 + V?/Hz 7.4
"Gy e T (74

where we have used the fact thdf = ()./(woC). This noise density is a mild function of
frequency because transistor noise currents are freqiaemgndent; we treat it as white in the

(narrow) signal band. The total in-band noise voltage isdéfinition, the minimum detectable
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signal

fs
2
gl X 5 TOSR

Immediately we see from (7.4) that in order to be able to det@eall signals, we wish fat7;;, to be

(7.5)

Umin = v,

large. Our first design constraint, therefore, is to makg “large enough” to have small in-band
noise. In general, transconductance is related to cuiireatbipolar design, largé';; means large
currenti,; supplied toG,; and hence high power dissipation. As usual, low noise (aus fiigh
DR) can be achieved at the expense of power.

How large is large enough? That is determined by the requafeR, which in turn fixes
the needed linearity of/;;. Clearly, the maximum signal that must be handled with atzdde
linearity is

Umaz = Umin X 1OSNR/20~ (76)

To quantify this, let us assume the linearity@f, has been characterized by a standard measure
such as input-referred third-order intercept poingliPet us further assume that it is a differential
circuit with a weak cubic nonlinearity described by

ig1 = Ggu — equ?, (7.7)

quite a reasonable assumption for an integrated transaterd¢7.7) can be solved to yield

G
IP; for G,y = (/=2 (7.8)
€g1
The linearity requirement fofr; is then straightforward to state: af,.,,, we require harmonics

to be at least SNR dB below the fundamental. A simple geonatargument says that we require
lIP5 for G,1 = 201og, Umas + SNR/2 dB (7.9)

because the third harmonic has a slope 3dB/dB witvhile the linear term has a slope 1dB/dB.
So far, our first consideration is the design of the inputdcamductor. It must have suffi-
cient dynamic range (i.e., sufficiently low noise and sudintly high linearity) to meet our SNR

requirements. Higher dynamic range usually requires grgeiwer dissipation.
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Continuing in this vein, it is illustrative to write an exg®on for SNR using the following
fact: in order to keep the modulator stable, the feedbackentimust be at least as large as the

maximum input current. Recalling that the DAC currentdis= k.o + k.4, We may write

k? Z umangl- (710)
Put another way, we require
ko
max S ~ 711
Unas < 5 (7.11)

whereu,,.. 1S the full-scale input voltage. Assuming we choaseno larger than necessary, the
inequality in (7.10) and (7.11) becomes an equality, andefbee the signal power i, /G,1)?.
We wrote an expression for the integrated noise power in;(€¢dmbining this with (7.11) and

simplifying leads to ,
ks
kTG g1 fn(1+; k2 + q;lL “(}fg(f)

where f is the Nyquist bandwidth and we have used the fact that ssiglalg,,, = I1./Vy and
henceG,, = i, /(kT/q) for a bipolar transistor. This expression shows that theen@ made

SNRpax = (7.12)

up of the sum of three components; the one that dominateslepiknd on the actual design. One
of the interesting insights this equation offers us is tvatnef G;; and the DAC were noiseless,
SNR would still be limited by finite) . If @), is poor, then we need either high,, or low C' to
ensure that the third denominator term does not dominats; fhoor inductor) either increases
our power dissipation or constrains our choice of capasitz®.

To understand how to pick tank component values and-tfse we write an expression foy
in Figure 7.2. Assuming th&',; transconductor draws negligible current (reasonable palar
design), we may write an equation for the first resonator@utp

Xy = [y +1,+ kY]Z,
1
= [GuU+ GuXo+ kY| ————. (7.13)
! ! SL}I-R +sC
Solving for X, gives
Xy = [GU + koY c+ i (7.14)
2 = 1 2 . .
! s2+ (& - Cays 4 L(1 - RGy)
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A similar equation could be written for, in terms ofz, and the second resonator parameters.
Recalling that the center frequency of a band pass trangfetion is determined by the coefficient
of the s° term in the denominator and assuming for the moment Mgy, is small, we arrive at
the design constraint

(7.15)

Wy ~

5
Q.

Choosing one ofl. or C then fixes the other according to (7.15). Usually, the induseries
resistanceR is given oncel is known because one has little control over integratedatai).
A deep noise-shaping notch requires a higinesonator; the rule of thumb we gavesi.1.1 was
that

Qres = OSR (7.16)

Integrated inducto®)s typically range from 5 to 10, hence we requireenhancement of some kind
which as we have said is provided by tfig, transconductor. From (7.14), a highresonator has

a denominatog! coefficient of near 0:; thus, we need

R Ga
—— L ~0. 7.17
7o ~0 (7.17)

G, may now be found because it is the only unknown in (7.17),Gpdnay be found in a similar
manner. What are some of the considerations for how we slbwldsel. and/orC'? (7.12) shows
that smallC' is good for noise. But smaller’ means largel., which for an integrated inductor
means larger die area. As well, we can only redacgo much before parasitics start to become
significant. IfQ), is a function ofL, then instead of choosing it may be more sensible to choose
L so that();, is maximized.

Thus far, we have chosen all the parameters except the fele@#C currents and~,,. Our
choices of these depend on two things: achieving the conase-shaping transfer function and
the linearity of the the transconductors other tiaga.

Addressing the first issue, recall the CT/DT equivalencehager 4 and 5: in this section we
are discussing building a one digital delfy'4 fourth-order BP modulator which has

1 2274 273

HBP(Z) =z m

(7.18)
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from (4.33). Using the parameter names in this section, #hgeg of the feedback DAC levels in

the CT circuit to give the correct equivalet; »(z) can be shown to be

o c C C c C C
Fovo, Eova, Kna, ki) = (—1.11 . 0.9957—, +2.681 . 44.6927—) (7.19
(Kra, kras K, kna) = ( 07G92T8T8 0.9957 7, +2.68 5G92TSTS +4.69 7TS) (7.19)

(the reason for the bars over the names will be explainedlghoC andT, have already been
determined, s&,, andk;, are now known. Moreover, the sul = k.o + kpy iS known from
(7.10). The only remaining unknown is thas,, which is found to be
/2 C'_2

It appears that the design is now complete, except thereeisamaining detail: the second issue
above, i.e., the linearity of the other transconductors.useconsider it now.

When the modulator is operating, the voltagesaandz, are stochastic in nature with stan-
dard deviationsr,, ando,,. It is not difficult to see that these values are directly prtipnal
to the feedback current levels: driving more DAC current inf andz, produces proportionally
more voltage across the (fixed) tank impedance. Ahabove are nominal currents; let us make
the actual currents be scaled gy so that

(Kyay kras kngy kna) = (Yikvo, Yk, Yicknz, Yekna). (7.21)

With this scaling applied, it is found from simulation thaitkvno input signal,

1 C
20,0z,) T\ —F—= =77 ,11 7.22
(U 20 4) (\/§G92T87k 57’)%) ( )
which are values in volts. The proper scaling €y, is
/2 C?

wherek, is from (7.10).z, drivesG,; andG g, while z, drivesG j,, So it stands to reason that there
must be a way to relate the linearity requirementssof and G, to the typical level ofxs, i.e.,
04,, and to relate the linearity @¥, to o,.

As before, suppose these three transconductors have khBywvith a form similar to (7.8).

It is not immediately apparent how to treat them because d@neylriven by stochastic wideband
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Figure 7.5: Spectrum of (a) output bits, () andz3.

signals rather than sinusoids. To make matters more confuSj,; andG ,» have the same output
and input node. But one way to grasp what nonlinearity dode isrite out the time-domain
differential equations for the states. For simplicity ameG, is the only nonlinear transconductor

and thatkR = 0. The coupled first-order equations foy can be written as

dxy 1 dxo 1
T T IE @ = 0t g (Gt enti + kg (7.24)

If ¢,, = 0, the term inside square brackets describes normal modwup#yation: the input is
combined with the fed-back output hitand the amplitude af in the spectrum of is determined
from ko /Gy1. Viewed in this light, foru = 0, we have the fed-back outpytcombining withz3.
By analogy to the,; = 0 case, we can think aof, as though it is acting like an input. Therefore,
by analogy, we expect the spectrumagfto appear in the spectrum gfwith a ratio involving
ko /€q1. Figure 7.5(a) shows a typical output spectrum, whereasr€ig.5(b) shows the spectra of
the voltage atr, andz3 for the same input conditions. From simple theory, the spetof x5 is
the spectrum aof, convolved with itself twice. This means some of the out-afith noise will fold

in-band, but how much?

The best way to characterize it turns out to be withrmalization If we plot the DR and
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SNRmnax from simulation as a function of normalizeg,

3
— qu UIQ

=% 7.25
ol kro + kno ( )

the graphs appear as in Figure 7.6(a) and look the same feea @SR. The form of ; is logical

given (7.24). Similar normalizations can be found for theeottwo nonlinear parameters:

€20
Egn = gé 2 (7.26)
g
3
e = 120z 7.27
2= e (7.27)

Graphs of DR and SNR are plotted in Figures 7.6(b) and (c). From these graphs, syederive
the following rules of thumb for the restrictions on tfsethat will not affect DR significantly:

En <1073 €0 <1072 10log,, €2 < —5 — log, OSR (7.28)

The final portion of the design procedure can now be describeel nominal feedbackss and
signal levelss, s are found from the other known parameters by using (7.23) e followed by

(7.21) and (7.22), where to start we assupne- 1. The IIP; for the transconductors other th&f),

are characterized, and the normalizedre calculated and compared with (7.28). If they are large

enough that linearity is a problem, thep can be lowered and the calculation redone. We should

also keep in mind that we can also alter the signal levgleindo,, by altering the tank impedance

if changingy; is found to be unsatisfactory. Lowering also lowers power consumption.

7.1.2 Design Procedure

We summarize the salient points of our design method heie da given center the frequengy
(fo = wo/2m = f,/4), SNR (assumed equal to DR), and conversion bandwigtt2 = f,/(2 -
OSR.

For the input transconductor:

— Design the circuit and find the achievey, ande; in (7.7)
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— Use SPICE to find the total input-referred noise voltage tiveMNyquist band
— Calculateu,,;, from (7.5),u,q. from (7.6)

— Ensure IR satisfies (7.9)
For the tank parameters:

— Calculate first feedback curreht from (7.10)

— CalculateL andC' product from (7.15)

— Determine inductor series resistance

— Calculate required’,; andG j, from (7.17)

— With DAC and G circuits present, resimulate input-referred noise in $PH0d ensure
input transconductor still has necessary dynamic range

For the feedback DAC levels and other transconductors:

— Calculate requiredr ,, from (7.23)

— Calculate nominaks ando,s from (7.21) and (7.22) using, = 1

— Design the other transconductors to mégtandG ,, specs and find the achievedande,,

— Calculate normalizeds from (7.25)—(7.27)

— Check if performance loss is significant with (7.28) and atljy and/or tank impedances

appropriately

Of course, application of this procedure will involve a gadehl of iteration. Note that we
recommend SPICE or some other full-circuit simulator foiseaneasurements; our estimates in

(7.4) and (7.12) are only very approximate.

7.1.3 Parameters for This Design

The circuit we present in the rest of this chapter was deslidgoeg before this procedure was

formalized. Before we describe the circuit, it is interegtto see how its parameters look. They



Chapter 7: A 4GHz 4th-Order BR>M

Table 7.1: Parameters for the fourth-order design in thigotdr.

L =3.5nH
Tank element values C =6.1pF
R = 2.45Q
Gy Range 2 — 8 mAV
€q Typical 9x1073 mA/NV3
G, Range 2 - 9mAN
For @ = oo, calc 4.3mAV
For@ = oo, meas 8.9mA/NV
€q Typical 5x10~* mA/NV3
k., kn, Range 0 — 500 pA
Oxsr Oz, Range 4 —12mV
Tngl Calc (typical) 3.5nVA/Hz
Sim (typical) 20nVA/Hz
Upnin Typical 90V
Ggi1 lIP3 Sim —2.3dBV
€q1 Maximum 2.3 x 1076 = —56.4dB
€92 Maximum 1.8 x 10~* = —38.5dB
€g2 Maximum 2.6 x 1076 = —55.8dB
SNR limit Umin, 11P3 52dB
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are presented in Table 7.1 for a bandwidth of 20MHz, whiclregponds to OSR= 100, and

typical biasing conditions. Their derivations will followw later sections. There are several things

worth noting about them.

1. The inductors have @ of about 8 according to SPICE, so thg value required to achieve

@ = oo is 4.3mA/V when calculated from (7.17). In measurementanfiFigures 7.34(b)

and B.2(b), the value comes out closer to 9mA/V. We discussipte reasons for this in

§7.4.3.

2. SPICE measures typical in-band noise voltage densifi€DwV/v/Hz while our simple



154 Chapter 7: A 4GHz 4th-Order BRY>M

formula (7.4) predicts 3.5n\W/Hz. However, test indicate both SPICE and our formula
predict the same dominant term: the noise seems to comeyniitasti the DAC, the middle
termin (7.4).

3. The swing at the resonator outputs ando,, can be made only as high as about 12mV
because the DAC currents were chosen very small in this nlesig a result, when we find
the normalized values and compare them to (7.28), it happens that none of #éne large

enough to affect DR appreciably at OSR100.

4. The input-referred noise fak,, is quite large, typically 20n\W/Hz, which in a 20MHz
bandwidth gives a minimum-detectable input signal:pf, = 90uV. The linearity of that
transconductor is such that HP- —2dBV or so, and calculation with (7.6) and (7.8) gives
a maximum SNR of 52dB.

At the outset, our simple formulae predict we will not do bethan SNR= 52dB which means
this is just over an 8-bit ADC. Let us study the circuit moresgly, however.

7.2 Circuit Blocks

The circuit is built in a 0.pm SiGe BICMOS process, though it is an all-bipolar design smd
only uses the HBTSs of the process. These are rated at speagproikimatelyf = 40GHz and
fmaz = 60GHz. It should be stressed once again that the author didasogial this circuit—there
were no notes to be found on it, so everything written in thigater is based largely on inference
and a scant few conversations with the designer. The cidogsfunction, so it is useful to study.

Let us describe each circuit block at the transistor fevel

2Until now we have specified input levels in dB, which as we ddteChapter 2 is dB relative to full scale. In
this chapter, because this is a real circuit with an inputags, we talk about input levels both in V and (because the
circuit is intended for a radio receiver) dBm assuming)& impedance. The one place we refer to dB, Figure 7.44,

still uses dB relative to full scale, and we calculate thé$ahle input level ir§7.3.1.
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Figure 7.7: SPICE ac analysis of inductor: (3)(b) Q.
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7.2.1 Resonator

Before proceeding to the final resonator circuit, it is uk&dlbreak it down into separate compo-
nents.

Single-ended block diagram

The model in Figure 7.2 approximates the resonator quité wellumped-element equivalent
circuit for each on-chip inductor half-circuit can be dexiMrom the physical inductor layout which
includes metal resistance, inter-turn capacitance, dapae through the dielectric to the substrate,
etc. A SPICE ac analysis of the lumped equivalent produaeshhracteristics in Figure 7.7. The
inductor’s nominal value gf,/4 = 1GHz is L = 3.5nH with a@ of about 8.1, and its self-resonant
frequency is about 12.8GHz. This means the series resestiangboutk = 2.45€; it mildly
frequency-dependent, but in simulation the dependence&kwnough that we may consider

to be constantC is actually twol.525pF capacitors in parallel with each other with both ends
connected to either collector of a differential pair. Thihg equivalent capacitance to ac ground is

C = 6.1pF, four times this value.
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Transconductor

Both input and@-enhancement transconductors are so-catedti-tanh circuits [Gil98] whose

operation can be understood starting with the simple diffeal pair in Figure 7.8. A differential

Figure 7.8: Differential pair transconductor.

input voltagev;,, becomes a differential output currept; with a hyperbolic tangent characteristic
[Gra93, Chap. 3]; the transconductar@g = di,./dv;, thus has a seérshape. Figure 7.9(a)
shows how thé&,,, vs.v,, curve varies as a function of tail currehy;; for A = 1: we can increase
the peak,, by increasing/;,;;. The input range over which the circuit is linear can be imprb
by first unbalancing the differential pair, whe#etransistors are connected in parallel on one side
(effectively creating a transistor whose emitterdigimes larger). This has the effect of shifting
the peak of the~,, vs. v, curves as illustrated in Figure 7.9(b). Next, unbalancedsgave
their outputs cross-coupled, Figure 7.10, which resultheoverallG,, characteristic having a
double-hump shape, Figure 7.11(a). The horizontal shifthef~,, curves is altered by changing
A, and we also have the option of adding small emitter resgtpto further change the shape of
the individual pairsG,,, curves, Figure 7.11(b). By correctly choosiAgand R, we can get a flat

top on the final7,, vs.v;, curve. This is what gives us the desired increase in linegyaa

The main advantage of using a multi-tanh circuit for lingaover a differential pair with
emitter degeneration is that the latter has a fixed transamadce, while in the formet7,, is
tunable with1,,; while retaining good linearity. Furthermore, the increas@oise suffered by
using two pairs of transistors and two tail current genesaiostead of one of each in a simple diff
pair) is more than made up for by the increase in 1dB compregsint—multi-tanh circuits have

higher DR than degenerated differential pairs when boteenand linearity are taken into account.
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Figure 7.9: Transconductance of differential pair as afioncof (a) tail current, (b) number of transistors.
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Figure 7.10: Multi-tanh circuit.
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Figure 7.11: (a) Multi-tanld7,,, characteristic, (b) effect of varying..

Input transconductor

The actual multi-tanh topology used in this architectureepicted in Figure 7.12. In place of

Figure 7.12: Actual transconductance topology used.

resistors, diode-connected transistors are used. Betthegnput and ac ground, we have= 3
diodes formed by base-emitter junctions; what are the reaatifins of employing this configura-
tion overD = 1 as in the original multi-tanh design in Figure 7.10/or= 2?

Example 7.1 Let us study the circuit in Figure 7.12 wiB002 load resistors
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Figure 7.13: Transconductance as a function of number afedin(a) absolute, (b) normalized to peak

on the collectors of the input transistors goingifa- = 5V. We will use an input

common-mode (CM) level of 3.4V, which is about what the akcterzel in the final
modulator is.

For I,.,; = 0.4mA, Figure 7.13(a) plotss, vs.V;, from a SPICE dc analysis for
D =1, 2, and 3 base-emitter diodes/, falls from 9.40mA/V to 4.70mA/V and

3.68mA/V: it is inversely proportional taD. At the same time, the linear range in

Figure 7.13(b) increases proportionally 1 a 1% drop inG, happens aV¥;, =
25mV, 50mV, and 75mV. This behavior is easily understood bysatering the series
connection ofD identical diodes with the same currehtaind voltagel” across their

terminals, Figure 7.14. The current through each diodegs#ime and is given by

P

Figure 7.14: Series-connected diodes.
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Figure 7.15: Linearity for emitter diodes vs. emitter résis: (a)A = 4, D = 3, (b) A = 8, R, = 10092.

V/D
because the voltage across each diodé/iB. The small-signal transconductance is
found from
dl I, V/D 1T
m=—— = = ——. 7.30
= v = D) P (kT/q) D¥T/q (7:30)

The transconductancg, above falls because of th¢ D factor in front of (7.30), and
the linear range increase arises because of'{lie inside the exponential.

The advantage of using diodes rather than passive ress$towd be clear: the,,
for a diode is proportional té,,;;, but for a passive resistgr, is fixed. This explains
why in Figure 7.15, which contrasts the two cases for sindlaandI,,;, the linearity
is retained as-,, is varied in the diode case but not in the resistor case.

A fair comparison of theD choices includes several parameters: the realizable
range ofG, values,/,,;; perG, (which gives a measure of power dissipation), and the
dynamic range, which is a combination of the noise figure &edihearity. We will
use an input frequency of 1GHz, since that is approximatedyftequency at which

the circuit must operate in thAYXM. The parameters for this cell are presented in
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Table 7.2. A discussion of the results is in order.

161

Table 7.2: Comparison of multi-tanh architectures.

Parameter H D=1 ‘ D=2 ‘ D=3

Realizable, range (mA/V) 2-22 2-11 2-8
Al (WA per mA/Y) 45 90 135
NFopt (dB), Rsopt (€2) | Ztair = 400pA 5.67,600| 7.51,900| 9.11, 1100

T = IMA 4.73,400| 5.83,550| 6.86, 700
Linearity 1dB compression (dBm)y —11.5 —5.5 -1.9

Estimated IIR (dBm) -1.9 +4.1 +7.7
ApproximateADR (dB) 0 5 7

e The realizabl&~, range is unlimited in theory as long as we are willing to syppl
the currentl,,;. What limits us in this design is headroom, in particular the
design of the biasing circuit that supplis;. For D = 3, excessivd,,;; pushes
the transistor supplying,; into saturation which degrades linearity. This could
be remedied with increased supply voltage, though this would increasé-

on all the transistors and possibly introduce problems &\l eo.

As expected, power dissipation is proportionaltdor a givenG,. Again, high
G, can be obtained no matter whitis as long as we are prepared to dissipate

more power.

Noise figures were measured in SPICE at 1GHz using ac andlysisource re-
sistance was swept until the optimum NF was found, and bdtlesare listed.
NF falls asl,,; increases; the Nk; increases between 1 and 1.5dB withde-

pending onl,,;. As well, largerD requires higheRsqp: for optimum NF. That

being said, NF and s are roughly constant for the sar6g.

Linearity was measured with transient simulation in SPICTRe 1dB compres-

sion point is fairly easy to measure by sweeping the inpuiage, plotting the
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Figure 7.16: Linearity plot for a multi-tanh circuit.

output current, and using straight-line extrapolationrd fvhere it deviates from
linear by 1dB. Figure 7.16 shows the results of a two-toneiteSPICE where
the input tones are at 980MHz and 1GHz, and the third harmainic02GHz
is plotted. Unfortunately, the third harmonic does not lvehia a Taylor-series
manner: the slope of its magnitude doesn’t increase by 3dBiBeof input
voltage, as the dashed and dotted lines show. This is anenhproperty of
multi-tanh circuits [Gil98]; because of it, defining B difficult. The definition
we adopt (simply so we have a method of discussing it) is thatd.6dB higher
than the 1dB compression point, which derives from the apsiomof a weak
Taylor-type cubic nonlinearity in (7.7) and (7.8). In anysealinearity improves
roughly as20 log,, D.

Combining the previous two facts—the small increase in Nthhe larger in-
crease in 1dB compression point—Ileads to the final table rbiglwshows DR

improvement resulting from increasirg,.
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Figure 7.17: Band pass resonator block.

In conclusion, there is a clear DR advantage of udihg- 2 instead ofD = 1, and
a slight further advantage in using = 3 overD = 2. In aVyc = 5V design
such as this ond) = 3 is about the maximum we can get away with while retaining

acceptable headroom. O

(Q-enhancement transconductor

The band pass resonator block appears in Figure 7.17. Thevalage is applied through emitter
followers (not shown) to the input multi-tanh block whosadas the LC tank. Th&-enhancement
transconductor is a second multi-tanh circuit whose inpuierived from the output voltage sam-
pled by a capacitive divider. The dc level at the inputs to(dhenhancement multi-tanh would not
be well-defined without the control voltade s and the circuitry associated with it.
Examination of the dc operating point of the circuit makesl@ar that care must be taken
when choosing where to set various voltages when the povpgiysis 5V. The bias circuit has to

be turned off in practice because the base currents aptimeilti-tanh input transistors alone drop
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enough voltage across tR&S) and 10kS2 resistors to push the input common-mode volt&ge
to 3.5V, which, as was also true with the input transcondusteains the ability of the transistors
supplyingl,,; to stay out of the saturation region. Raisi¥gy s to a voltage which turn®pz on
pulls V; 5 down further resulting in worse Ilffor the G, transconductor. Therefor&€pz = 0V

is required in normal circuit operation.

The G, transconductor’s ac input voltage derives fréfy, through the 1pF/3pF capacitive
voltage divider. We expect a voltage division of 0.25 (itee input signal at’;z smaller than
V..t by a factor of four), though SPICE simulations indicate areabdf closer to 0.20 for a signal
between 1GHz and 4GHz. The transistors in themulti-tanh circuit are, however, four times
larger than those in th@, circuit, so they are capable of supplying about four timesdhrrent
at the samé/zx. The net result is, the achievable transconductance raigénable for thes,
transconductor is not markedly different from that for thetransconductor. The linearity is better,
however:G, achieves IR = +20dBm or so vs+8dBm for G, though this is expected because

of the voltage division.

Resonator characteristics

We illustrate gain and) tuning for the overall resonator in a SPICE ac analysis inufggr.18.
Figure 7.18(a) shows; tuning with fixedl,, where these two voltages control the tail currents in
each multi-tanh block. The peak gain varies over about 9.8d8 (..., remaining almost constant
at about 73; the peak gain is proportional to thein the gain multi-tanh circuit. Figure 7.18(b)
is with V¢ fixed andVj, tuned, and the),., varies from 28 forl;, = 2.4V to about 360 for
Vo = 2.7V. These results are useful because they let us estimatal &ottage levels which result
in a certain gain an@ during testing.

We also do a comparison of ac analysis to transient analyigjare 7.19 contrasts the analysis
results forV; = 2.2V and Vp = 2.6V, gain in Figure 7.19(a) and phase in Figure 7.19(b). It
takes the output amplitude about 400 cycles to settle, do @awlation takes quite a bit of time.
Agreement is good except near the peak gain where it becoraesymacceptable: ac analysis

predicts) = 74 while the transient analysis shows ~ 150. SPICE ac analysis is linearized
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Figure 7.20: Overall latching scheme and waveforms: (a) HRdulator, (b) RZ modulator.

while transient analysis preserves nonlinearities, hémeéwo disagree here [Che94, Che98c].
We can find the input-referred noise (and hence the minimataeetiable input signal,,.;,)
from a SPICE ac simulation. A value for typical control vaiasettings igi,;; = 20nV/v/Hz,
though this can vary by a factor of two either way dependinghenexact biasing. In a 20MHz
band, the total noise comes out to abat, = 90uV which is therefore the smallest modulator

input voltage which can be sensed. Both these values weed lis Table 7.1.

7.2.2 Latch

Two different modulators were designed: the “NRZ modulate@hich has NRZ and half-delayed
NRZ (HNRZ) feedbacks, and the “RZ modulator” with RZ and HR2dbacks. Block diagrams
of the latching schemes in each are shown in Figures 7.26¢hj@. The NRZ and RZ blocks
are half-latches with outputs that either don't or do retiormero after a half cycle (c.f. the dashed
and dotted lines in Figure 4.15). The one-bit quantizer ithlstesigns is a preamplifier with an

ECL master/slave latch, exactly as was depicted in FiguEsand 6.5. As mentioned at the start
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Figure 7.21: Schematics for (a) preamplifier, (b) halfttatc

of this chapter, there is a full sample of delay prior to ea&CDand these are implemented with
appropriate further half stages as shown.

The preamplifier circuit, Figure 7.21(a), is a simple diffietial pair with input and output
buffers. As we noted i§6.4.3, it has been shown [Lee92] that emitter followers tefnd after a
preamplifier are good for eliminating coupling of the cloairel between the main latch and the
preamp. But the followers in this circuit are apparentlyediand biased incorrectly for optimum
speed, a rather serious oversight for a high-speed cir®\ud.will worry about correcting them
in §7.4.2; for now, we provide gain and phase curves of SPICE alysis (supplemented with
transient analysis for verification) for the input follower Figure 7.22(a). Followers are fairly
forgiving circuits, so the gain and phase shifts are not hbgethey can be improved a good deal.
One result of the rolloff exhibited in the input follower gasurve is that the overall preamp has an
ac analysis given in Figure 7.22(b): the3dB frequency is quite low at 4.59GHz. The dc gain is
18.7dB, and the phase shift Atsqg is —61.6°.

A half-latch in this design appears in Figure 7.21(b). Thgatswing is typically 270mV
and the regeneration time constant for the latch as designegl = 17.4ps, which again can be

improved with proper follower design. We leave this §@t4.2.



168 Chapter 7: A 4GHz 4th-Order BRY>M

o
[
o

|
=
T
=
o
T

o
T

Gain (dB)
N

Gain (dB)

— AC | -10f
x x Transient

8

— AC |
x x  Transient

10 10° 10

|
B w
o

1010

9 10
10 10 o 10t

(S
o

Phase (dB)
o

|
(&)
T

10° 10° 10% 10" 10° 10° 10" 10"
Frequency (Hz) Frequency (Hz)

(a) (b)

Figure 7.22: Original preamp ac analyses: (a) input follo\{i® entire circuit.

Typical ZCT characteristics for the M/S latch output and-saeple delayed latch output are
illustrated in Figures 7.23(a) and (b), respectively. Ring at f; = 4GHz in an f; = 40GHz
process is aggressive, to be sure, if the guideline of 4-5%96.@is to be believed. That guideline
was for a three half-latch design, and this one contains Bmthe regeneration at the final latch
output is adequate, as is clear by the sharpness of the samErgure 7.23. However, it is the
hysteresis in combination with small quantizer input swaigich will turn out to be a major
problem in this design: we barely use 5% of the full-scalautmange. Our redesign will address
this.

7.2.3 Output Buffer

The output is obtained from the slave stage of the M/S latehrdy a differential pair with502
load resistors, Figure 7.24, for matching to an off-chip? measuring device. The bias current,
and hence the output swing, is controlled with a volt&ge » applied directly to the base of a
current-source transistor. A typical desirable swing f8ig1200mV, which requires a current of
4maA,; this can be achieved by usifig;» = 3V.

In Figure 7.25(a), we show a typical output waveform fromMY& latch, and Figure 7.25(b)
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Figure 7.25: Output waveforms: (a) M/S latch, (b) outpufféuf

depicts the output buffer waveform. The latch output seeotgarise very sharply, but the edge
of the output buffer waveform is much better-defined.

7.2.4 DAC

There are a total of four DACs on the chip, two for each of Yag;; andVynrz (Or Viz and
Vurz) signals; for each signal, one DAC connects to the first rasonoutput and one to the
second. The DACs are relatively simple current-steeringudis, Figure 7.26, with follower inputs
and current outputs derived from the sum of cross-couplédodirs. A typical output voltage
waveform vs. normalized time appears in Figure 7.27. The Mi&h output switches just after
t/Ts = 0, then there is a full sample of delay before the DAC switchidse ZCT isp; = 1.322

and the rise time ig,. = 0.146. Ideally, this waveform would switch instantaneously &at; = 1.

7.2.5 Complete Circuit

Finally, complete transistor-level schematics for bothdolators are shown in Figures 7.28 and

7.29. The boldface words are the names of the external sigiatie photomicrograph of the
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Figure 7.30: Die photomicrograph of NRZ modulator.

fabricated NRZ modulator appears in Figure 7.30. The diesnrea2.4 x 1.6mm? with the pads
and1.6 x 0.85mn¥ without. There are a total of 40 pads: 6 input (two each fdedintial input,
clock, and output), 2/-¢, 15 dc bias Vo, Vsur, two each ofl; andVy,, Vepg, and four each
of V,., andV}_ for the DACs), and 17 ground. As is evident from the schematie input signal
common-mode (CM) levels are not set on-chip and so must badad through bias tees.

7.3 Measurement Results

Given the number of dc biases that must be controlled in thssgh, standard high-speed probe
configurations for wafer-level tests are all but impossiolecome by. It is possible to have a

“membrane probe card” specially constructed, but sevardbfs (not least the financial expense
of US$17,000) ruled out this possibility. Thus, diced wafarere packaged and mounted on a
four-layer test board. There are no individual circuit iddceakouts, so we must devise methods

to check circuit behavior based only on the overall modulatdput bit stream, either in the time
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Figure 7.31: Measurement test setup.

domain or the frequency domain.

The input and clock signals were provided from signal geiesadriven differentially onto the
board through 80° power splitters, each with two bias tees for providing CMtagés. At first,
Vee and the two CM voltages were all provided with separate pewpplies, which resulted in the
destruction of several packaged parts by applying inap@tgpvoltages across certain junctions
of the input buffer transistors; eventually, a single sydpl V- was used, with the CM levels
being drawn from a tunable resistive divider circuit. SMAnpector-terminated cables of equal
lengths rated to 40GHz were connected to the board. The namgadc biases were set witloks?
potentiometers connected betwéen: and ground. Each required hand tuning with a screwdriver
and voltmeter to set a desired voltage level. The output ddiffezentially from two similar cables
connected to the “DC+RF” input of bias tees; the RF outpute e remaining dc component,
and they were connected to a spectrum analyzer through aicemi diagram of the test setup
appears in Figure 7.31.

A typical spectrum analyzer display for the NRZ modulatotpat bit stream appears in Fig-
ure 7.32. The conditions with which this plot was made were
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Figure 7.32: NRZ modulator output spectrum.

Input 4.2V CM,—26dBm, 1.010GHz

Clock 3.0V CM,—10dBm, 4.000GHz

Power supply 5.03V, 75mA

[ ] VGl = VG2 = 26\/, VQl = VQ2 = 28\/, VCDB =0V

Veur =3V, Vop =4V
e DACCM 1.2V, V5, = 04V, Vyu = 0.2V, Vjp = Vjy = OV

The noise-shaping behavior is evident: the quantizatiasenbas a dip of 20dB or so at about
fs/4 = 1GHz. Thus, the circuit appears to be functioning correctly.

7.3.1 Resonator

For the resonator, there are three voltages which should aawticeable effectl,;, V, and

Veps. Let us examine each in turn.
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Varying Vg

For simplicity, we test the NRZ modulator with the half-dgdd feedback pulses disabled, i.e.,
Vie = Viaa = 0V. This allows us to specify the level of a full-scale inpusiya From (7.14)
and Figure 7.2 (recall also Example 2.7), the maximum inpanie where the current due to the
input transconducta,; u has the same magnitude as the feedback cukigpt Thus, the output

magnitude relative to full scale of an input sigmnah V is

%u, (7.312)
an

whereG,, is in mA/V andk,, in mA. Let us relate all these quantities to the signals waallt
use.

e G, isrelated td/; through Figure B.2(a). An approximate formula is
Gy = 5.43Vg — 8.73, (7.32)
whereG, is in mA/V andV; in V.
e Fork,,, definek,s = I, — I, andV,,, = V,, — V,._ in Figure 7.26. From Figure B.4,
I = 0.48V}, — 0.38 (7.33)
for I, in mA andV}, in V. Substituting our definitions in (7.33), we arrive at
ko = 0.48V,,5 (7.34)
for k,» In MA andV,,, in V.

e The input voltagéd/;,, from the signal generator is calibrated in dBm assuming(aload.
The modulator input, however, was not designed to has&ainput impedance: the signal
generator drives the pin capacitance, a bond wire induatat, then an emitter follower.
In §7.4.2, we estimate that the signal at the base of the ematiemfer will be about 4dB
smaller than the dBm reading on the generator. Taking thisaocount, we may write

u = 10Vin1/20 (7.35)
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Figure 7.33: Tone magnitude in output spectrum against{a) (b) Vaa.

for u in peak V (as opposed to rms) aig, being the nominal output from the generator in
dBm.

¢ We shall see that the time-domain output voltage has a swialgaut 120mV peak-to-peak,
or 60mV peak. An 0dB input tone thus requires a peak magnf@@mYV, which is

20log,, 0.06 + 10 = —14.5dBm. (7.36)

For a 1.003GHz-26dBm input, the magnitude of the 1.003GHz tone in the outpatsBpm as a
function of V;; appears as the solid line in Figure 7.33(a). The result tated from equations
(7.31)—(7.36) is plotted as the dashed line. The curvesag@sonably well. According to our
approximate formula (7.32), the transconductor turns b¥fa = 1.6V, at which point no output
tone should be visible; in reality, the output tone remaiite an amplitude is about47dBm even
with V1 = 0V, likely because of coupling across, from input to output ol ;.

Simulation of the modulator using the RK4 program and a mbkielFigure 7.2 shows that
the output amplitude depends slightly &g, as well, though in a manner that is more difficult

to calculate. Figure 7.33(b) shows measured and simulatgzlibtone magnitude againgt;,
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for fixed V; = 2.6V, and once again, even wifl;, = 0V, there is still an output tone of about
—35dBm. Generally, the output tone magnitude behaves as eegedten eithel/; is varied.

Varying Vg

Ideally, a modulator is tuned so that it has infinipe This means (in theory) an infinitely-deep
notch in the quantization noise and optimal SNR. Practictikere are two cases of interest which
we demonstrate here. @ is tuned too low, then the modulator will not exhibit noisagimg for
very small input levels [Fee91]. Figure 7.34(a) depictpatispectra foby; = Ve = Vo = 2.8V
and the input amplitude increasing slowly. At8dBm, no noise shaping is seen; the modulator is
sensitive only to inputs of47dBm. Figure 7.34(b) plots the minimum-detectable input ktonge
versusly,: atVy = 3.25V, the input can be disabled without the loss of noise shagirtige output.
On the other hand, if) is too high, then instead of a resonator we will have an @goill
Figure 7.35(a) is the output spectrum f¢§ = 3.31V and no input, which turns out to be just on
the edge of stability—if we make;, = 3.33V, the spectrum looks like Figure 7.35(b), which has
the tonal behavior characteristic of a modulator with ariliagor in the forward path TheV,

31t is actually possible to have a pole slightly outside thé aimcle and still have a stable modulator: this yields
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Figure 7.35: Oscillation in output spectrum: (&) = 3.31V, (b) Vo = 3.33V.

which causes oscillation in practice is higher than thatligted by (7.14): from Figure B.2(b), we
may write

G, = 3.63V, — 6.01 (7.37)

for G, in mA/V and V;, in V, and for the parameters in Table 7.1, we expggt= 2.83V or so.
The spacing of the tones in Figure 7.35(b) is curious: the&yrs® occur every 38MHz or so,
which suggests we have entered an output limit cycle whosegs 4GHz/38MHz ~ 105. No
explanation for this value is obvious, though it might reeeay be some kind of beating between

the oscillation frequency anfl /4. Naturally, the modulator is not intended to be operatedhiis t
regime.
Varying Veps

We stated ir;7.2.1 that settind/~p 5 too high would give linearity problems due to saturating the
current-source transistors in tlieenhancement multi-tanh block. The best way to verify this i

a so-called chaotic modulator [Ris94, Chap. 3]. Pushingothie too far outside the unit circle results in instability
like that shown in Figure 7.35(b). From Figure 7.34(®)= oo seems to be achieved Bt = 3.22V, so the plot in
Figure 7.35(a) folp = 3.31V is very likely one where the modulator is chaotic.
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Figure 7.36: Effect oMzpp on (@) linearity, (b) supply current.

practice would be with a two-tone test, but our setup is tanlmersome to allow this to be done
easily. However, with a fixed-amplitude26dBm tone, we can observe the amplitude of the output
tone varying a3/ increases, Figure 7.36(a). The gain to the output is con&tasmall V3,

but as soon a§¢pp in Figure 7.17 turns on, we start to see distortion, first gaipansion, then
gain compression. The transistors supplyipng in Figure 7.12 are being driven into saturation
almost immediately whet)pp starts to conduct: Figure 7.36(b) shows that the currerwmra
from the supply begins to drop &% £ is driven towards O, which is the expected behavior from
Figure B.1(b).

7.3.2 Latch

The control voltagd/- affects the behavior of the latch in a quantifiable way: itrdes the
current/;. through R, in Figure 7.21(b), and hence the regeneration titme Increasing/;.
leads to a closer bunching of the ZCT curves in Figure 7.23¢aurn leading to smallesppyy .
Examination of the output spectrum ne@y4 shows that the spectrum is white; if it is limited
by noise due to DPW modulation from metastability, then tbis@ floor should become lower as

oppw falls. Figure 7.37(a) demonstrates that the noise floor tiearesonator center frequency
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does indeed fall a¥¢p is increased from 2.6V to 3.3V and 4.0V. Figure B.3(b) is théand
noise measured with the spectrum analyzer set to displayviHi(band near the approximate
notch center frequency of 980MHz; &g increases, the in-band noise falls.

The author also had a brief opportunity to take some timealomeasurements on a 50Gs/s
sampling oscilloscope. Figure 7.38 shows an eye diagrameofiGb/s bit stream on a 50ps/div
horizontal time scale. The eyes have a not-inconsideralstéer of dots inside them, the cause of
which is the location at which the output bits are taken: tH& Mtch output. The dots correspond
to instances where the latch output is delayed and the oscilpe happens to sample at a point
on that delayed waveform. The eyes would be more open if tipubilnits were taken from
the one-sample delayed latch, where from Figure 7.23(b¢tiseless ZCT variance. This is of
consequence when the modulator output spectrum is exammadpectrum analyzer, as opposed
to found from the FFT of a sequence of output bits. Even thaugbh of the digital output edge
jitter due to quantizer metastability is removed in thedback patlby the two extra half-latches,
none of this jitter is removed at the modulator output beeahss output is takemrior to the
extra regeneration stages. To a spectrum analyzer, thegapedperties of the output waveform

are significant. Thus, closed eyes due to metastabilitydeitjfrade the spectrum measured on a
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spectrum analyzer by whitening it in-band. \die find that increasing/c 5 resulted in improved
eye openings, as one would expect.

More evidence of the effects of metastability can be seengarE 7.39, which is a histogram
of the zero crossings of the time-domain output bit strearhthAse rapid speeds, the sampling
jitter of the oscilloscope itself is significant. When we dsecommon frequency reference for
both a signal generator and the scope, and applied a 4GHzavawve from the generator to the
scope, we found a normally-distributed time jitter (the “BN" field in the figure) in the sine
wave zero crossings of about 7ps. For th&M output, the rms jitter is 18.7ps, and there it
is clear that the tail of the distribution descends more ga#lg to the right than the left as ex-
pected for a metastable quantizer. The same measuremetdkeasfive times, and rms jitters of
{18.2,18.3,18.7,19.2,21.2}ps were measured, so it is hard to specify an exact value.

In theory, the effect of metastability could be removed if eaptured a bit stream and found
its spectrum. Again, the author had brief access to an 8Gsibascope which could sample and
hold 128k data points. The scope thus sampled the 4Gs/gddtnsttwice per bit, and then the
odd or even 64k samples could be downloaded to a computer spelcerum taken. For a 1GHz
—15dBm input, Figure 7.40 shows the 16 averaged 4096-point kiendowed periodograms of
the bit stream. Annoyingly, this data was captured befoeeatithor fully understood thAXM,
hence the biases were set incorrectly: we uggd= 2.6, which is nowhere near high enough for

a deep noise notch. As a result, this spectrum has a similae loor to that observed on the
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Figure 7.40: Output spectrum of captured bit stream.

spectrum analyzer and many spurious tones.

7.3.3 Output Buffer

There is not much to test on the output buffer itself. Figufd are output spectra fofz, - = 2.0V
and 3.0V. From Figure 7.24, such a change should result ipplyeurrent increase from about
2mA to about 4mA, and we measure it to go from 87.8mA to 90.0Fukthermore, doubling the
switching current should mean double the output voltagengwaind hence 6dBm more spectral
power total; the measured increase is about 5dBm.

7.3.4 DAC

ChangingV,,; in the NRZ modulator should affect the amplitude of the injouie as it appears in
the output spectrum according to (7.31). Figure 7.42(aheésdutput magnitude of a 1.003GHz
—36dBm input tone ad/,,; varies, both measured and calculated. Once again the sbhes

curves agree quite well. The supply current rises apprabeina00uA over the rangé/,,, = 0.2V
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Figure 7.43: Measured modulator spectra:Wg) = —40dBm, (b)V;,, = —20dBm.

to 1.0V, which concurs with Figure B.4.

Otherwise, changing DAC voltages should affect the looprfittero locations and hence the
noise shaping. Figure 7.42(b) shows that an NTF pole movas fupquency and further towards
the middle of thez plane asV,,; is increased; a similar movement of this pole is observed in
simulation in the RK4 program. Many other such examplesattel demonstrated, but this one
gives the general idea.

7.3.5 Dynamic Range

It is clear from the spectra presented in this section tr&atiiual noise notch center frequency is
approximately 980MHz. Thus, for a DR plot, we set= 3920MHz, four times this value, and
apply an input tone at 981MHz. We choose to consider a banbwil?OMHz (i.e., OSR= 100),
which is what we assumed in Table 7.1. Typical in-band speapear in Figure 7.43; the noise
floor is white with a level of about-130dBm/Hz. In a 20MHz bandwidth, the total noise power
is thus—57dBm, and in Figure 7.43(a), the signal poweri$2dBm, which gives SNR= 15dB.

An input 20dBm larger shows much output harmonic distortamseen in Figure 7.43(b). From
(7.31) and the circuit voltages, the full-scale input faggh conditions is about14dBm.
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Figure 7.44: Dynamic range plot for NRZ modulator in 20MHnbwidth.

Figure 7.44 shows the DR plot for the NRZ modulator, wherespavith 20MHz bandwidth
were captured and the SNR calculated in Matlab. This SNRsgtagitive for inputs up to 0dB, but
it is difficult to know how to calculate it fairly for large ings because of strong harmonic content
and distortion of the input signal. In any event, the peak SN&/dB and the DR is about 40dB,
which makes this a 6.3-bit converter. The SNR value agredsmth our prediction in Table 7.1.
The modulator consumes about 450mW from a single 5V suppity &-5dB input, the harmonic
at 977MHz dominates, and the SFDR is found to be approximd8#B. In a narrower bandwidth,
SNR performance would be better, improving at 3dB per oabheeersampling, though spurs can

exist even in very narrow bands and thus SNR performancetrsiijioe limited.

7.4 Result Commentary

The performance of the modulator is disappointing, celgathough a good deal was learned in

the process of simulating and testing it.
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7.4.1 Design for Testability

In all circuit designs, it is important to think about how the citauill eventually be tested, and if
possible, to design so that testing is facilitated. Thisobees more necessary, indeed crucial, as
the speed at which the design must operate increases. Thoeygimay seem obvious, a number

of points came up in the testing of thie>M which deserve to be mentioned.

Individual block breakouts

It is @ major boon if the individual circuit blocks are brokeut of the whole circuit for separate
testing, particularly in a relatively new manufacturingpgess (as was the case at the time this
AYM was made). Each block usually has fewer settable parasitan the entire circuit, which
offers two advantages: it can likely be tested on-wafer withandard probe arrangement, and the
parameter space for a block can be rapidly explored. Furthe, if one block operates differently
than expected, this can be found by testing the block byfitadier than observing its effect on
the output of the full circuit. The main disadvantages oflimits are the increased amount of die
area consumed and that special input and output bufferstmégdd to be designed to test a block
by itself. Experienced designers building a familiar citén a well-characterized process might

have less need to heed this advice, but following it wouldceHasen beneficial here.

Tunability

How to choose the number of tunable parameters in a desigot slways obvious. On the one
hand, one would like to be able to control as much as possibénwhe process is unfamiliar or
new. On the other hand, using a large number of parametete@adno a testing nightmare—how
can one be sure the design is tuned to give optimal perforenahen the parameter space is huge?
For a first cut, tunability is probably a good idea, thoughdaractual product, over temperature
and process variations, parameters must stabilized dayh@esign or through stabilizing circuitry.
At times during testing, this author found the amount of tilig in this design frustrating, but in

the end it was probably prudent.
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Data capture

A designer must anticipate how the circuit output(s) willdixserved. For GHz-speeil>M this

is particularly relevant: how does one plan to capture tga{sipeed bit stream? For measurements
directly in the frequency domain, one must remember thattsjp® analyzers have a certain noise
floor and that they are sensitive to analog imperfectionhenwaveform. Likewise, for time
domain measurements, fast sampling scopes cannot nelyesaample verydeep getting enough
bits for a reasonable spectrum (like 16k or more) might betmoal. Worth considering is an
on-chip demux, for example 1:16 in the 4GHz design in [Rag@Wjch groups the bits into 16-bit
250MHz quantities which can be brought off-chip to a fasidanalyzer.

Packaging and board design

These are two more important factors in high-speed teshelttrcuit can be tested on-wafer, so
much the better, but if packaged testing is required, thedodasign and packaging can have a
major impact on the measured performance. The test boattifocircuit seemed well-designed
to the author, but the package left a good deal to be desihedfobtprint was? x 7Tmm? for a
2.5 x 2mn? die, which meant very long bond wires between the packageapid the die surface.

We explore the effect of bond wire inductance in the follogveection.

7.4.2 Known Circuit Problems

This design was a first cut. The author is fairly certain thatas thrown together in a very short
space of time for a tight deadline; that it works at all is dassent to the design skill of Mr. Gao.
Even so, there are many areas in which, upon further exaimmahings could have been done

better, a list of which follows.

Improper architecture choice

A modulator with half-delayed NRZ (HNRZ) feedback is a badddecause it produces a dif-

ferent pulse shape when there are two of the same output &itow. To illustrate, suppose the
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Figure 7.45: lllustration of nonuniform feedback causedlhalf-delayed NRZ DAC.

modulator output goe§— + + — + + ——}, where— isa—1 and—+ is a+1. In Figure 7.45, the
DAC pulses that would result from such a sequence are depicteNRZ/HNRZ and RZ/HRZ
modulators. At the feedback, the pulses are summed whiciitses the feedback waveforms in
the bottom graphs. It is apparent that for two or more of theesautput bits in a row, the wave-
form sum for the first bit looks different than for all the reimiag bits in the NRZ/HNRZ case;
by contrast, the waveform sum in the RZ/HRZ case looks idahtor every+ and— no matter
how many of the same bit occurs sequentially. This nonumfledback sum means a modulator
employing HNRZ feedback cannot implementh-order noise-shaping in a B®>XM of orderm;

it introduces additional numerator terms in the equival€iit) which would require additional

feedbacks to compensate.

One might ask, therefore, why all the test result§ 73 were done on the NRZ modulator
rather than the RZ modulator. There are three reasons, thestiNRZ feedbacks were set to zero
so that they did not affect modulator performance. Secdnd,gasier to calculate the full-scale
amplitude for the NRZ modulator than the RZ modulator. Thaanodulator employing HNRZ
feedback is nonideal only if the performance is limited bywization noise alone; in our circuit,
white noise filled in the noise notch. The performance of tAenkdulator was no better than the

NRZ modulator, so it did not matter which we measured.
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Output bit taken from wrong point in feedback

As we said in§7.3.2, the output bit/,,; for the modulator comes from the M/S latch output.
Instead, it should be taken from the one-delayed latch d¢sitfoureduce edge jitter. This would
matter less if there were an easy way to capture the bit stieanwhen using a spectrum analyzer

to measure performance, it matters more.

No input or clock matching networks

If this modulator were to be used in a radio receiver, matghietween the driving circuit (per-
haps a mixer) output and modulator input is important bezdhie mixer would be sensitive to
reflections due to mismatch. Moreover, the impedance l@an by the driver matters because it
determines the actual signal amplitude at the modulatartingdo apparent attempt was made to
match the input to a sourc&)s2 or otherwise.

An approximate model for what the source actually sees appe&igure 7.46 [Szi98], where

Figure 7.46: Model of actual circuit input.

the inductors represent the bond wires (1mm of bond wire bastda.nH of inductance), the1uF
capacitor is a power supply decoupling capacitor on theuttitwoard, and the 10pF capacitor is
the package pin capacitance. A more accurate model wouldd@et¢he SMA connector model,
the 50€) transmission line on the circuit board, and the pad capamitabut this will do for our
purposes. Transient analysis in SPICE for the input trémrsghows that a 1GHz signal &,
gets reduced by 10.5dB &j}; for the clock transistor and a 4GHz input, the attenuatsotiose to
20dB. It was this knowledge that allowed us to write (7.3B& &ctual input amplitude seenlat
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relative to the reading on the signal generator.

Clock jitter due to circuit noise

The input-referred noise voltage at the base of the clodktibpffer causes a deviation in the zero-

crossing of the clock voltage, i.e., clock jitter. In Figufel7, near a zero crossing of the clock

Clock

N

$Avnoi

Figure 7.47: Clock jitter caused by circuit noise.

waveform, circuit noisé\v,,,; causes a time jittef\t,;;;,. For a clock given by
‘/dk = Aclk sin 27Tf5t, (738)

Figure 7.47 allows us to write
ArUnoi ~ d‘/clk

Aty dt
because the clock zero crossings are at the point of maxirtopa ef the clock waveform. Solving

(7.39)

max

for At gives
A'Unoi

Aty = 5——5;
it 2WAclkfs

(7.40)

writing Av,.; = 1/v2..f, and solving yields

VVicfs . (7.41)

o3 = Atjjyy = ——T..
7 7 o A

SPICE ac analysis tells us that the input-referred noigagelatf, = 4GHz for the clock transistor
IS T, = 3.56nV/v/Hz, so forA.;, = —4dBm = 0.2V,

o5 = 1.8 x 1077, (7.42)
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Figure 7.48: Measured in-band noise as a function of cloanitade.

The measured in-band noise as a function of the dBm readirtheonlock signal generator
appears in Figure 7.48. There should be some way to relatotfs.13), (5.19), (7.36), Figure 7.47
for the actual clock level on chip, and (7.41), which is gdttvith the dashed line in the figure. The
calculation can only beery approximate because of the uncertainty of many of the passe
and the reality seems to bear little resemblance to the ledilon. The author has found that
clock amplitude has some bearing oy, the latch regeneration time, which in turn affects the
metastability behavior of the latch; this is a complicatteat to model, and it might be responsible
for the observed behavior. At this time, there is too littlormation to tell.

Misdesigned emitter followers

Emitter followers appear frequently in ECL designs, tyflicas interstage buffers, drivers, and/or
level shifters. There are two important design parametarfollowers: the bias current and the
transistor size. Bias current is chosen to be large enouditivithe load of the following stage, but

not so large as to waste power. Transistor size is deterntipesimong other things, bias current,
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Figure 7.49: Measurefir vs. I curves for SiGe BJTs.

where usually one chooses a transistor that operates aalksfp given I.; loading, becaus€’,
in output buffers connects to analog ground and hence appsaan amplifier load; and noise,

where if input-referred noise is important, a larger degiceuld be used because its extrinsic base
resistance is lower.

The majority of the followers in this design are devices vétium emitter widths and 0kS2
emitter resistances. Figure 7.49 shofwsagainst collector current for fabricatédym, 5um, and
20pm devices. The typical voltage level at the emitters of tHebewers ranges between 2.5V and
4V, which means the bias current level is betwéen= 250uA and400.A. From the figure, the
20pm device has anfy from 10GHz to 13GHz; clearly, this is nowhere near the dévipeak fr.
Fortunately, followers can be forgiving: Figures 7.50(a)l &) show the input and output voltages
of the resonator output buffers in Figure 7.28, and we sektlleavoltages are being reproduced

faithfully despite the low bias current. The place where weigto trouble is in the preamplifier
and half-latch, as we now detail.

Consider once again the preamplifier in Figure 7.21(a). Dnenacon-mode level dtp;, is typ-
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Figure 7.50: (a) First and (b) second resonator output buffeeforms.

ically about 3.4V, which means 2.6V at the emitters of thauirfpllowers; with al0kS? resistance,
we can calculatd- ~ 250pA. This is not nearly enough to drive ti@, of the diff pair which

is magnified by the Miller effect. The output followers aregia devices whose€', together with
the diff pair loadR,, create a largish RC time constant. These two factors, icgeritiinput drive
and large output loading, resulted in the rolloff at 4.6GHFigure 7.22(b). Resizing the devices
and changingr.; appropriately results in the improved performance in Fegr51. The input
followers are still20pm, butR.; = 400%2 instead ofl0kS2, which gives them much higher drive
(Ic = 6mA) and operates them closer to their pgak Consequently, in Figure 7.51(a) we observe
only 0.13dB of rolloff and—2.9° phase shift at 10GHz. Shortening the output follower5;im
reduces the loading on the amplifier output nodes, &nd= 2k2 sets/ ~ 2mA which accord-
ing to Figure 7.49 operates the devices near their ggakhe overall preamp ac response appears
as in Figure 7.51(b): the low-frequency gain is 18.9dB, thener frequency is 10.8GHz, and the
phase shift there is 78.2°. This is a substantial improvement in corner frequency cneghto the
4.6GHz in the original preamp i§7.2.2

Similar problems exist in the half-latch, Figure 7.21(lm§6.2.1 we noted that the regeneration

time constant,, of this style of latch is related to the GB product of the regative quad; in turn,
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Figure 7.51: Optimized preamp ac analyses: (a) input falog) entire circuit.

this GB product is affected by (which controls the current, in the diff pair in the quad), the
capacitance at both nod&%,,,;; andVy..;, R;., and the drive of the output follower. We stated in
§6.4.2 that making the latch as fast as possible doesn’t ddntmuenprove the performance lost
due to metastability; this was assuming the latch was at tdaseto optimized, which this one is
not. With a20m output follower andk.; = 10k(2, SPICE transient analysis gives = 17.4ps.
This has the same two problems as before: large loadifg,al due toC), of the follower and
inadequate drive of the Miller capacitance of the next ssagmplifier. Sticking with a20um
transistor and changing,. ; to 5002 helps greatly with the drive aspect, lowering to 12.3ps, but
the loading is larger than necessary. This can be seen by aspm transistor andi.; = 1.5k(2,
which givesr,, = 10.4ps. Going to a smaller device like5,:m reduces loading still further, but
such a device cannot drive as much current without itselfisig down; the optimal?. ; seems to
be aboutk(2 for such a device, in which casg, = 10.9ps. The best tradeoff between loading
and drive in this design, therefore, seems tépm andR,; = 1.5k(2.

How much difference would a proper design make? Figure @)5&{ntrasts the original M/S
latch output waveform from Figure 7.25(a) (the solid lingjhathe output waveform resulting

from a latch with redesigned followers. The new output huffeve in Figure 7.52(b) crosses
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Figure 7.52: Output waveforms: (a) M/S latch, (b) outpufféuf

zero earlier (i.e., the output buffer responds more quickiut at the cost of a large overshoot in
Figure 7.52(b). This is partly as a result of the ripple inldteh output, but also because there is a
good deal of coupling from the bases of the output bufferghff through the Miller capacitar,

to the collectors. We can reduce the severity of the couflingsing smaller transistors; replacing
the 20pum devices withbum devices yields the dash-dot output waveform in Figure (b)62The
overshoot has been cut approximately in half, and moreoeehave achieved a slight speed in-
crease (note that the zero crossing now occurs slightlieggabecause we have lowered the Miller
capacitance which the latch output has to drive. Moreoveg,ma device is still capable of operat-
ing quickly at/- = 4mA (recall Figure 7.49). To be fair, however, the speed ofdbgput buffer

is not likely to be that important—as long as a recognizaltledmes out, we are not concerned
overmuch with speed.

If we use the newly-optimized circuit components, we fipd= 1.255 andp, = 0.113 from
the dotted line in Figure 7.53. Once again, the emitter Yodis in the DAC (which isolate the
final latch output from the DAC switching transistors) appebe biased at too low a current for
optimum speed, in this cade ~ 300uA. If we chooseR,; = 1.2k2, the DAC output waveform
is the dash-dot line in Figure 7.53, and ngw, p.) = (1.214,0.894). However, the ringing out of
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the final latch stage appears much more strongly at the DARubuvhich might be undesirable.
This could be reduced by adding cascode devices in the tmiteaf the DAC output transistors,
or more simply by leavingz.; = 10k2 in the DAC followers—we only gain an additional 4% of
excess delay, which could easily be compensated by apptepfi tuning. And, once again for

fairness, the more important thing is that the amount ofydeéarelatively fixed—Chapter 6 taught

usvarianceof oppyy is to be avoided for optimal performance.

The final proof, though, comes from (painfully slow) fullrciiit SPICE simulation. Figure 7.54
illustrates the improved ZCT characteristics, which havwgimless hysteresis and also steeper
slopes. Figure 7.55(a) is a 4096-point spectrum for theirmalgnodulator, and Figure 7.55(b)
is for the modulator with the redesigned followers. The $eare forV; = Vg, = 3.15V in
SPICE, which seems to be about the maximum value which kéepsibdulator stable, and the
output bits are taken from the one-delayed latch output.ifif@nd noise fotw, = 1.06GHz and
OSR= 100 improves from—50.3dB to —57.3dB—over one full bit. Thus, maximizing the speed

of the followers matters for performance. As usual, thegticbe paid is increased power: in this
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design, we estimate the suggested biasing would resulont&®% greater power consumption.

Resonator output signal scaling

The last problem comes out from closer examination of théagels at the resonator outputs in
SPICE. Figure 7.56 shows histograms of these voltages éocdhditions at the start gi7.3: the
first resonator ranges over abat20mV, the second ovet10mV, and Matlab gives,, = 6.0mV
ando,, = 3.5mV. This latter value drives the quantizer, and we can seaw ttee dashed lines in
Figure 7.54 that it is too small for the quantizer to make b decision—there will be a severe
amount of hysteresis. As we noted§i.2.2, the combination of quantizer hysteresigl small
guantizer input signal is detrimental to this modulatoreiwur redesigned quantizer has trouble
with these signals at high speeds.

We find that we can raise the swingsdg, = 11.7mV ando,, = 12.3mV if we usek,, =
k.. = 500pA instead of200uA and 100uA, respectively; this makes sense because we know
those swings to be proportional kofrom §7.1.1. Figure 7.57(a) shows the new resonator output
distributions, and Figure 7.57(b) plots the spectrum frdCE. The in-band noise comes out to
—63.3dB, over two bits better than the50.3dB obtained with the smallérs and original quan-

tizer. If we desired to increase these swings still furthex,could replace th&p 4 resistors in
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Figure 7.57: Scaled DAC currents, = kn4 = 500pA: (a) resonator output histograms, (b) output spectrum.

Figure 7.26 with something smaller; at present they2&fe, and given that}, = 1.0V maximum,
the maximum current is fixed a2k = 500pA. Another SPICE simulation was carried out with
Rpac = 56012, where theks were 1.8mA, and the output distributions and spectrumta@s in
Figure 7.58. We have now achieveg = 43.1mV ando,, = 43.8mV, though the in-band noise is
no better than with00..A of current,—61.7dB, while the power dissipation has increased. It might
be that the actual modulator would perform a little bettahwiese much larger swings; SPICE is
too slow to run many simulations and average the periodogtargive us a more accurate idea of
the in-band noise.

More importantly, though, we must recognize that this mathuls DR is not limited by quan-
tization noise: we found in Table 7.1 th@t,;’s dynamic range is such that the maximum SNR
we can expect is 52dB or so. This is based on the 0PG,; and on the input-referred noise;
what does SPICE say about this latter quantity at the thriéerelnt currents? Table 7.3 shows
simulations of the ac input-referred noise, which is thesasthe minimum input signal,;,,. At
k = 5001A, we see the total noise drops a little, and this givég alimited performance of about
55dB (lIP; for G, is still the same—2.3dBV). As we raise thés to 1.8mA, the input-referred

noise increases again, and we are back to 52dB of performavioee significantly, as currents
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Figure 7.58: Scaled DAC currents, = k,4 = 1.8mA: (a) resonator output histograms, (b) output spectrum.

increased, the normalized nonlinearity parameters obthertransconductors start to increase. In
particular,G , is coming perilously close to the recommendezDdB maximum in (7.28).

In conclusion, then, scaling the DAC currents would resula itheoretical performance limit
of about 55dB, or 9 bits, based on the noise and linearity efitist transconductor. This scaling

is also beneficial for helping the latched comparator restite quantizer input voltage correctly.

7.4.3 Unaddressed Circuit Issues

We have taken into account a good number of factors thattaffegerformance of thiaXM, but
there are a number that would need more thorough invesiigatia final design.

Resonator center frequency and instability voltage

Simulations in SPICE seem to predict a resonator with a cdrequency of about 1.06GHz,
Figure 7.19 and Figure 7.55. The measured frequency applkemser to 980MHz, Figure 7.35.
As well, in §7.4.2 SPICE predicts oscillation of the resonators in amaipey modulator at, =
3.20V, but the measured value w&g = 3.32V, Figure 7.35. Why the differences between the

two?
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Table 7.3: Comparison of modulators with different feedbauarrents.

kno 0.2mA 0.5mA 1.8mA
kna 0.1mA 0.5mA 1.8mA
Oy 6.0mA | 11.7mA | 43.1mA
O, 3.5mA | 12.2mA | 43.8mA
IBN (SPICE) —50.3dB | —63.3dB | —61.7dB
Umin = Ungl 90uV 60uV 90V
SNR due taG 5 52dB 55dB 52dB
€q1 —61.1dB | —56.4dB | —44.9dB
€g2 —44.7dB | —38.5dB | —27.6dB
€q2 —65.1dB | —55.8dB | —44.7dB

It is hard to say for certain. It might simply be due to procemsations, but a reasonable con-
jecture about the center frequency involves the T-shapedaftmetal in Figure 7.30 connecting
the inductors to the pads in the center of the die on the laft-rght-hand sides. Atum x wpm

strip of this metal [Mar98] has a resistancel6M(2/0 and an inductance of
21
Lpar = 2 x 1071[In(=) + 0.5] nH. (7.43)
w

The arms of the T are eadldOum x 20um, which givesL = 0.056nH andR = 0.075¢2, and the
long strip of metal isl40m x 20pum, which givesL = 0.377nH andR = 0.33€2. This long strip
is equivalent to two strips in parallel, one for each inductiiving a total additional inductance
and resistance af,,, = 0.81nH andR,,, = 0.74Q) in the LR branch in Figure 7.2. The center
frequency changes from

1

- — 1.089GHz — — 081.6MHz, (7.44)
2 LC 274 /(L + Ly, )C

fo

which looks approximately correct. The instability voléa@vhich is determined by the coefficient
of s in the denominator of (7.14)) might also explained by thesmgitics: /L = 0.70, but
(R+ Ryar)/ (L + Lyar) = 0.74, which means a highe¥, in (7.37) would be needed to change the

sign of thes! coefficient from positive to negative. However, to prediaxactly, we would need
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to be sure that (7.37) was correct, aridn the s! coefficient likely includes some parasitics of its

own.

Thermal noise and linearity

The smallest noise floor we observe on the spectrum analgzes power of about 130dBm/Hz.
We have been assuming that this was caused by the analogtesp# the output waveform,
which is certainly reasonable, but it might also be affedigdhe input-referred thermal noise of
the modulator being amplified to the modulator output, oegdifrom the measurement noise floor
of the spectrum analyzer itself. In a proper design, we waaloture the bit stream and take its
FFT, thus obviating the need to know the spectrum analyzesarement limit, but we would still
need to know the effect of circuit thermal noise. Our setupoisterribly suited to measuring, for
example, input-referred thermal noise; the best we can éstisate it from simulation as we have
in§7.2.1.

We are also not well set-up to measure the third-order igpgrpoint of the modulator. We
estimated the 1dB compression point from simulatio§r2.1, but in a real circuit we would need
to have an easy way to do a two-tone test. Here, we did obserae gain expansion for large
input amplitudes in Figure 7.44, but we did not make muchateto quantify them.

Phase noise of sources

While there will be some circuit noise added to the clock inmltage as explained i§7.4.2, the
phase noise of the signal generator itself will matter in alfaesign. The author was not able
to observe significant skirts on the input tone in the outpustbeam spectrum, perhaps because
these skirts were below the white in-band noise floor. Aschat@ FFT of the output bit stream
would surely exhibit these skirts, so they should be acaxfur.

7.5 Summary

Table 7.4 summarizes the performance achieved by thisgpgked BPAYXM. In a redesign, the
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Table 7.4: Modulator performance summary.

Process 0.5um SiGe HBT
Die area with pads 2.4mmx 1.6mm
Die area without pad$ 1.6mmx 0.85mm
Supply voltage 5V
Sampling frequency 4GHz
Signal bandwidth 20MHz
Oversampling ratio 100
Dynamic range 40dB

Peak SNR 37dB

Peak SFDR 48dB
Power consumption 450mwW

output bit should be taken from the delayed latch outputethiter followers should be optimized
for speed, and the resonator output voltages should bedsgpjeve estimate these changes would
improve dynamic range from 6.3 bits to about 9 bits in a 20Midndwidth. It is our feeling
that with further careful design of the input transcondudto low noise and higher linearity, a
resolution of 10 bits might be achievable. For referencis, dgrees with the authors of [Jay97],
who concluded that theif, /4 BP modulator which clocked, = 3.2GHz could also achieve 10-
bit performance in a 25MHz band. A second-cut of our designldialso include a method of
capturing the output bits for off-line FFTs.
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Conclusions

We have supplemented the theory in Chapters 4 through 6 méthriactical test results in Chapter
7. We are now in a position to examine the usefulness of higledAYXMs in general, and from
this, propose work for the future.

8.1 Summary of Contributions and Results

We started with a discussion of the design choicesYM and we explored some of the issues in
performance measurement and simulation of both DT and\EMs. CT AYXMs appear valuable
because in theory their clock speed is not limited by seftlime in the same manner as in a DT
AYM. Calculating modulator performance requires time-densanulation, and many techniques
from ideal equations (which are fast but unrealistic) td-&ilcuit simulation (which is realistic but
slow) must be employed as the design progresses.

Next, we discussed nonidealities in DY¥Ms, a subject that has been studied at length in the
literature, and explained how they affect the performari€&loAYXMs, something which had been
studied less but which is newly summarized here. We predemtist of many of the important
papers in CTAYXM and finished with a table showing the performance achieweg@ublished
high-speed CTAX.Ms, neither of which had been done before. Most publishedutadors are

second-order, and most only succeed in shaping noise to Rro®&out 15—the rest of the band

207
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is usually filled with unshaped white noise.

One possible explanation for why this might be is excess t®ay: high speed designs might
have a delay between the quantizer clock and feedback othtauis a significant fraction of a
sampling clock period. This excess delay increases in-lparaohtization noise and lowers the
maximum input amplitude for which a modulator remains stalits effects can be mitigated in
many ways: a noise transfer function with a low out-of-baathga multibit quantizer, feedback
coefficient tuning, return-to-zero-style feedback DAGs] additional feedbacks for extra control-
lability. Our study of loop delay summarized past work andaaated a number of new ideas, one
of the more important ones being that the modifi@édransform is not suitable for the study of

excess delay in CAYXMs.

A second explanation for white in-band noise is quantizeckljitter, which causes random
modulations in the width of the feedback pulses and hencéotding of out-of-band noise into
the signal band. We confirmed previous estimates of achieviiR using an NRZ DAC, and
showed that RZ modulators with the same amount of jitter lpgréormance worse by about one
bit. For the first time, we showed how to treat nonwhite jitvad estimated how much perfor-
mance a GHz-speed modulator would lose with a typical irtegk VCO. It turned out that we
could describe maximum jitter-limited resolution with agie equation which depends only on
the Nyquist bandwidth; we thus concluded that it is unlikeltypical VCO would be the limiting
factor in the performance of an integratad:M.

A third explanation for white in-band noise is to be found uagtizer metastability. Quantizers
built as latched comparators have finite regeneration geihat small quantizer inputs take longer
to resolve than large ones; because the quantizer inpukdiM is a stochastic variable, at random
times the input will be near zero and hence cause additiotaiss delay. The effect is the same
as that of clock jitter: random modulations in the DAC pulddtivs occur, which modulates out-
of-band noise into the signal band. Our study was the firstpzehensive one of its kind: we
stumbled upon the importance of metastability with a nevunégue ofz-domain extraction which
we explained, and we also presented and validated a behbmodeling technique which allows

us to simulate a modulator with a metastable quantizer kapid/e showed that many of the
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usual things such as signal scaling, preamplification, astiregeneration time are worth paying
attention to in the design of a latched comparator for £XIM, but the most striking advantage
arose from using a third half-latch in the feedback path #draeregeneration despite the extra
half-delay it causes. Even using a third half-latch hasntés$; as we illustrated, our new simple
formula says clocking faster than 5% of the maximum transisivitching speed is likely to limit
performance severely.

Finally, we presented test results on a fourth-order barsd @I AXM with integrated LC
resonators that clocks at 4GHz in a 40GHz process. We gaveaseoprocedure for how one
would go about choosing the parameters in such a designwsee how the actual design would
perform had it been designed with that approach in mind. Tieaiic blocks were studied, with
particular emphasis on the linearity and noise of the imaunttconductor (which is a very important
component in the design), and detailed measurements of delator behavior were presented
and explained. The major problems with the design were laokabching to input and clock signal
generators, the output bit taken from the wrong point in texlback, emitter followers designed
incorrectly for optimum speed, and signal scaling whicluliesl in poor quantizer response. The
modulator achieved 6.3 bits of dynamic range in a 20MHz badiihcentered at 1GHz while
dissipating 450mW; in a redesign, part of which we do, weneste this could be improved to 10
bits.

8.2 Practical AXM Applications

In an ideal world, fast CTAYXMs appear to be the solution to high-speed, high-resollADg
needs. If we clock fast enough, the reasoning goes, we caisample as much as we want
and thus get whatever performance we want. This thesis hmaerddrated that wide bandwidths
and high-resolutions together are difficult to realize flyinvith practical high-speed CIA\XMs.
Indeed, the advantage realized by oversampling has not $fe@mn in practical modulators to
extend past approximately OSR 15 when f, is any appreciable fraction gf-, say over 1%.

20-bit resolutions have been achieved only with< fr, and hence only over narrow bands. The
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design of the input stage for such extreme resolutions isallerige for even low bandwidths—
high bandwidths and high clock rates make it very difficulatdhieve more than 10 to 12 bits of
dynamic range in the first stage.

There are three areas in which this author feels optimisieiithe future of CTAYXM. They
are as follows:

1. Narrowband applications requiring high SFDR but with pagtraints on power consump-
tion. The authors of [Rag97] have a second-order modulétoking at 4GHz with a tunable
noise notch from 0 to 70MHz, and they achieve 92dB SFDR in &BZ®and. Using such a
fast AXM with so much oversampling might seem like overkill to getits SFDR in a nar-
row band, but iis one option. We achieve high resolution through oversargpombined
with the advantage of tunability, which could work to ourdasn certain radio applications.

2. Hybrid mixer/modulator applications for radios. [Moj98as mentioned in Chapter 3 as
combining an analog mixer with the front end of two LP modaitatfor | and Q channel re-
covery, quite an elegant concept. This is a little diffeffeoitn the BP application envisioned
for the modulator in Chapter 7, where the mixing is done dibjitafter the modulator. Al-
though the performance that author achieved wasn't st@l&rbits in 50MHz, 11.5 bits in
10kHz), it could well be attributed to the design of the latalmich apparently was only a
two rather than three half-latch design. In his paper he baykels he can improve the
performance by at least three bits.

3. Hybrid wideband converters with>M front ends and Nyquist back ends. [Bro97] has a
multibit AXM front-end oversampled only eight times and clocked at 2@Whose out-
put is fed to a pipeline stage. When the outputs of the stageag@propriately combined
and decimated, the result is 16-bit performance with a 2.3Mttput rate (1.25MHz band-
width). Again, the concept is elegant: use thEM where it is strong (high DR but limited
bandwidth) and the pipeline where it is strong (high bandhkviglt limited DR) to get the
best of both worlds.

Thus, while it sometimes behooves us to think just of £XM by itself as in the first example,
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the latter two examples are excellent illustrations of hogva@n combine CTAXM with other
techniques to exploit the respective strengths of eacid@tane CTAYXM might not succeed at
wideband ADC for BP applications, but it can do narrowbandCA@& be combined with other
things in novel ways.

As clock speeds increase significantly (20GHz and beyontaps), surely other nonidealities
will start to degrade performance: substrate noise cogpliansmission line effects, etc. Design-
ing even simple circuits like multiplexers at these speemsep a number challenges; QIXMs
are complicated circuits, which is a further argument irofaef pushing cleverness rather than
clock speed.

8.3 Future Work

There are, of course, a number of areas in which the statieeedwt for CTAXMs could well
be advanced, thus improving their usefulness in a widereaafgapplications. The following
problems remain to be studied and solved; they are listeddi@r@f this author’s opinion of most-
to least-important.

Multibit DAC A working high-speed multibit design could be a significargdkthrough: as we
said in§4.5, not only are multibit modulators higher resolution andre stable, but they

improve clock jitter sensitivity too. Can fast DEM be madeviark?

Calibration and tuning How does one tune a high-speed GEM for maximum DR over pro-
cess and temperature variations, either dynamically eliredf? For production parts, this is
essential. Yet high-speed circuits are best when kept simapd tuning will add complexity.
This seems a tough problem to tackle.

System identification We attempted to give a method for rapid identification of dealities in a
AYM in §6.1. Can this be improved upon? That is, can we come up withyaevainpoint
modulator problem areaapidly andaccurately? Moreover, can we find a way to apply it to

a real modulator in the lab, rather than just in simulation?
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Power consumption Can power be reduced through non-bipolar circuits andieetsupply volt-
ages while maintaining speed?

Higher modulator order Is it worth going to a higher-order design for high-speedM for the
resolution gained? High-order audio converters oftenuithelreset circuitry that activates
when modulator overload is sensed [dS90]; can such cirbeitsicluded in a GHz-speed
design? Are they necessary?

There is still plenty of exciting work left to do in the field bfgh-speed CTAXM.
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Appendix A

DR Derivations

A.1 VCO Clock Jitter

We derive the maximum-achievable DR for a QDM clocked by a VCO with a phase noise
given by (5.21). First, we start with (5.13) which is the iard white noise level for a modulator

with independent jitter and/ bins:

202 - 202
101log,, (%) . (A.1)

We have omitted the-7.27dB because that is needed only for the Hann-windowed pegiaao.
If the in-band noise was white over the entire band, whos¢hmaslpressed in bins is

N/(2-OSR), (A.2)
then the total in-band noise would be the argumenbgf, in (A.1) times (A.2),

o2 202
10log,, <%> . (A.3)

The quantityos, in (A.3) is found in simulation to have a value between 1 angbZassume
Osy = 1.5 (A4)
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on average. From (5.22), and also from the second columnldé B2, we can find that

2
205
T2

= 10""2f,, f,in MHz. (A.5)

Substituting (A.4) and (A.5) in (A.3), and recalling fromgtire 5.9 in§5.3.2 that accumulated
jitter tends to give white noise levels 1-5dB (say 3dB on agej lower than independent jitter,

yields
1.5 1
10logyy | === % fs x 10 — 3~ —120 + 10log,, fs/OSR (A.6)
OSR
as the total in-band noise. The DR is then the maximum allesignal amplitude minus (A.6);
the former is given by the MSA, which for typical modulataes|between-1dB and—5dB or so.

Again, assume

MSA ~ —3dB (A.7)
on average, and note that
_Js
v = 5sr (A.8)

Using (A.7) and (A.8) with (A.6) gives

DR ~ —3— (—120 + 10logy, fx)
= 117-10 IOgIO fN dB, fN in MHz, (Ag)
~ 19— 0.5log, fy bits, f in MHz (A.10)

where we have made use of (2.10) in writing (A.10).

A.2 Three Half-Latch Quantizer

Here we find the maximum-achievable DR for a GEM with a three half-latch single-bit quan-
tizer as a function of;/ fr. Looking at Figure 6.23(b), there appear to be two distiegions in the
curve, one forf;/ fr < 5% or so and one foff,/ fr > 5%. In the first case, the in-band noise per

bin is —115dB or less in an 8192-point simulation; a single bin thusesponds to OSR- 4096.
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If the noise were completely white, then each doubling of @8R would raise the total noise by

3dB. Extrapolating this in the opposite direction allowsa$ind the total in-band noise of
—79 — 3log, OSR (A.11)

when f,/ fr < 5%. For the opposite case, the noise starts @1dB/bin whenf,/fr = 6% and
increases roughly at 6dB/oct wiffy/ fr. Assuming white in-band noise leads to a total noise of

—61 — 3log, OSR+ 61log, fséfT. (A.12)

DR is given by MSA minus total noise. We can see in Figure 6kt & modulator with half a
sample of feedback delay typically has an MSA betweéndB and—6dB; assume

MSA ~ —8dB (A.13)

on average.
Combining (A.13) with (A.11) tells us that

DR > —8— (—79 — 3log, OSR (A.14)
— 71+ 3log, OSRAB f,/fr < 5% (A.15)
= 11.5+ 0.5log, OSR bits (A.16)

where (A.16) makes use of (2.10). Thesign in (A.14) is because the noise in (A.11) is worst-
case, forf,/fr = 5%; at slower clock speeds, the in-band noise will be lower aRdHigher.
Using (A.13) and (A.12) gives

DR ~ —8—(—61— 3log, OSR+ 6log, fs/fT)
5
_ fs/fT
= 53+ 3log, OSR— G log, == dB, ./ fr > 6% (A.17)
— fs/.fT .
= 8.5+ 0.5log, OSR+ log, 5 bits. (A.18)

Once again, (2.10) was used in writing (A.18).
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Appendix B

BP AYM Measurement Aids

In this appendix we plot graphs from SPICE that allow us toveste important parameters from
the fabricatedf, /4 BP modulator in Chapter 7.

General transistor dc characteristics are plotted in [Eeigdil. We show collector current
againstVzg and Vg for two commonly-used transistor sizes in this desigiam x 0.5xm and
20pm x 0.5pm.

Figure B.2 shows how varying the multi-tanh control voltage andV,, affects the transcon-
ductance’, andG, actually delivered.

Figure B.3(a) contains the bias circuit fof;y which sets the current in the latching stages,
and Figure B.3(b) plots the current in the emitter resisbdthat circuit.

Figure B.4 illustrates the current through one of Ryg,¢ resistors in Figure 7.26 as a function
of the base voltage at the current-source transistor; tlaédmount of current switched is found
by finding I, and I,_ for each ofV,, andV,_ separately from the graph, then subtracting the
values.
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Figure B.1: BJT characteristics: collector current vs.W(g), (b) Vo k.
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Figure B.2: (a)5G, againstV, (b) G, against/y,.
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Figure B.3: (a)Vgn bias circuit, (b) current through bias transistor emitesistors.
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Figure B.4: DAC current vs. control voltage.
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