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Abstract. This paper describes a technique for modeling and estimating the power consumption at the system-
level for embedded VLIW (Very Long InstructionWord) architectures.The method is based on a hierarchy of
dynamic power estimation engines: from the instruction-level down to the gate/transistor-level. Power macro-
models have been developed for the main components of the system: theVLIWcore, the register file, the instruc-
tion and data caches.Themain goal is to define a system-level simulation framework for the dynamic profiling of
the powerbehavior during the software execution,providing also abreak-downof the power contributions due to
the single components of the system.The proposed approach has been applied to the Lx family of scalable em-
beddedVLIWprocessors, jointlydesignedby STMicroelectronics andHPLabs.Experimental results, carriedout
over a set of benchmarks for embedded multimedia applications, have demonstrated an average accuracy of 5%
of the instruction-level estimation engine with respect to theRTL engine,with an average speed-up of four orders
of magnitude.
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1. Introduction

The demand for low-powerVLSI circuits and systems for portable applications is steadily
increasing.At the same time, designmethodologies are evolving to deal with the complex-
ity of systems-on-chip (SoC, from now on) which integrates on a single die one or more
processors, a significant amount of memory, and other functional modules.The system-
level design approach requires to effectively manage huge design complexity and to
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support specification and analysis at high abstraction levels. High-level power estimation
and optimization is a crucial issue in the early determination of the power budget for
SoCs. Accuracy and efficiency must be traded-off to meet the overall power and perfor-
mance requirements, avoiding expensive design respins.

In this scenario, our work focuses on software power estimation for embedded applica-
tions,where an embedded core (with amemoryhierarchy) is integrated in a SoC.Themain
contributionofour estimation engine consists of providing power consumption figures for
software running on a given hardware architecture, and to help optimizing the target ap-
plication for energy efficiency.While relative accuracy is certainly useful, absolute accu-
racy is the ultimate target.

State-of-the art processor power estimators are based eitheron instruction [4], [24] oron
micro-architectural [22], [23], [25], [26] modeling methodologies.The proposed approach
aims at exploiting the advantages of both techniques, however some differences can be
remarked.With respect to instruction-level power analysis (ILPA),our approach gives bet-
ter insight on the power bottlenecks during software execution (and optimization), be-
cause it is based on a detailed micro-architectural model of the core. In fact, to the best of
our knowledge, previous micro-architectural models have not been validated on a com-
plete, real-life processor.

The proposed system-level power estimation methodology is based on a hierarchy of
dynamic power estimation engines at several abstraction levels: from the instruction-level
down to the gate/transistor-level. The main goal is twofold: to profile dynamically the
power behavior during software execution and to provide abreak-out of the power contri-
butions due to the single components of the system.The proposed approach is adopted in
an industrial environment,where detailed description of the processor hardware architec-
ture is available.We prove the viability of high-level power estimation for processor cores
both from the efficiency and from the accuracy standpoints.Themain contributions ofour
work can be summarized as follows:

� the development of novel power macro-models for the main components of the sys-
tem, namely theVLIWcore, the register file and the caches;

� the validation methodology to evaluate the accuracy of the macro-models against
post-layout circuit and gate-level simulation;

� the integration of the power macro-models within a hierarchy of simulators, from
RT-level (cycle-accurate) to the instruction-level.

We describe the application of the proposed modeling and estimation framework to
support the system-level power analysis for the Lx core, a high-performance embedded
VLIWprocessor for multimedia and signal processing applications, jointly developed by
STMicroelectronics andHewlett-Packard [17].TheLx core is based on a scalable and cus-
tomizableVLIW processor technology platform and it supports tightly-coupled multi-
processor clusters, as well as on-chip instruction and data caches. In the Lx processor, a
very long instruction (bundle) is composed of four explicitly parallel instructions
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(syllables). A complete software environment is being developed concurrently with the
hardware [17]. Software development support includes an aggressive ILP compiler, in-
struction-set simulators and the power estimation environment described in this paper.
Extensive validation of the proposed power estimation methodology has been carried out
over a set ofmultimediabenchmarks for embedded applications.The experimental results
have demonstrated an average accuracy of 5% of the instruction-level estimation engine
with respect to theRTL engine,with an average speed-up of four orders of magnitude.

The rest of the paper is organized as follows. In Section 2,we review some of the most
relevant approaches on system-level power estimation appeared so far.Section 3 describes
the overall power estimation framework based on an instruction-level engine character-
ized by using an RT-level engine.The energy models for theVLIWcore, the register file
and the instruction and data caches are discussed in Section 4,while experimental results
derived from the application of the proposed methodology to the Lx case study are de-
scribed in Section 5.Finally,Section 6 outlines some concluding remarks and future devel-
opments ofour research.

2. Previous Work

Aggressive energy optimization should focus not only on hardware resources, but also on
optimizing their usage by software applications. For this reason, accurate and efficient
poweranalysis at the software-level is a key issue in the developmentof low-power systems
on silicon.

Processors andmemories are large hardware blocks, and their power consumption dur-
ing software execution cannot be assessed by circuit-level or gate-level tools for obvious
efficiency reasons. High-level power/energy estimation techniques [2], [3] based on
macro-modeling canbe used for software power estimation,by leveraging fast cycle-accu-
rate HDL simulators.Unfortunately, HDL simulation speed for complex processor cores
andmemory systems is still insufficient to estimate the power/energy consumedby realis-
tic applications. For this reason, higher-abstraction approaches for software-level power
estimation have been proposed in the last few years. Probably, the best-known technique
in this class is instruction-level power analysis [4], [24].This approachdefines apower con-
sumption value for each instruction (or instruction pair) in the instruction set, and elabo-
rates average power by weighted averaging of power costs with instruction execution
frequency (obtained by instruction-level simulation).

Instruction-level power analysis has been successful in estimating power for relatively
simple embedded cores (SPARC,ARM),aswell as off-the-shelf processors.Themain lim-
itations of ILPAare: (i) it does not provide any insighton the causes of power consumption
within the processor core,which is seen as ablackbox; (ii) it does not account for the power
consumed in the memory system,which is often dominant.To address the second limita-
tion, researchers have developed power estimation frameworks which integrate processor
andmemorymodels [5]”[8] and arebuilt around instruction set simulators. Instruction set
simulators produce both the instruction profiles for ILPA, and address traces to drive
memory system simulators, augmented by memory power models [9]”[13]. These
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integrated core-and-memory simulators are fast enough to run complex applications for
millions of cycles.Their accuracy has not been fully validated for system-on-chip designs,
but it has been shown to be satisfactory for board-level designs built with commercial off-
the-shelf components [6].

The lack of insight on the sources of power consumptionwithin the processor core has
been recently addressed by a new generation of micro-architectural power estimation
tools, targeting high-end processors with complex micro-architectures [14]”[16] and on-
chip caches.The main purpose of these tools is to support exploration of micro-architec-
tural tradeoffs in processor design,when energy (power) is one of the metrics of interest.
Similarly to ILPA, these estimators are built around an instruction set simulator, but they
feature a detailedmicro-architectural model of the processor,with separate power models
for its main functional units (e.g., execution units, pre-fetch buffers, register files, etc.).
Analytic energy models for caches are also provided [12],where energy per access is auto-
matically scaled depending on cache organization (e.g., number of cache lines, associativ-
ity, etc.). Micro-architectural power modeling is a tool for processor architects, aiming at
exploring the design space of processor and cache organizations. Absolute accuracy with
respect to the final implementation is not required, and it is hardly achievable, since the
detailed circuit design and optimization are completed much later than architectural
exploration.

Previous work on micro-architectural power estimation [22]”[26] has emphasized de-
sign exploration capabilities through the user of scalable power models, and power esti-
mates have not been validated against data obtained from low-level simulation of a
complete,placed and routed processor implementation.Hence, absolute accuracyofavail-
able micro-architectural estimators is still not fully assessed. On the contrary, our work
emphasizes absolute accuracy and its quantitative assessment, as outlined in the following
sections.The absolute accuracy of the model is needed to perform power optimization of
software applications running on the given platform,that is ready for silicon and is used to
develop the power macro-models.

3. Power Estimation Framework

In this section,we describe the proposed power estimation framework, based on a hierar-
chy of dynamic power estimation engines.

The cornerstone of our framework is the instruction-level power estimation (ILPE)
module (see Figure 1).The ILPE module is based on an instruction set simulator (ISS)
connectedwith a setof RTpowermacromodels and is characterized byavery highperfor-
mance:1.7 millions of bundles per second on average.

The ISS interprets the executable program by simulating and profiling the effects of
each instruction on the main components of the architectural state of the system (e.g., the
registerandprogram counter values,the state of thememoryhierarchyetc.) andprovides a
cumulative report of the main events occurred within the system (cache misses, mispre-
dicted branches and other statistics on the instruction stream).
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Eventually, the ISS canbe modified in order to derive a fast estimate ofotherRTLpara-
meters (used as inputs for the RTpower macro models) that would be otherwise not ob-
served during a normal instruction set simulation. Among these parameters we can find
theHamming distance between the consecutive values on the cache buses and register file
input and output ports.

Both the instruction level parameters and the inferred RT-level parameters can be ela-
boratedat run-timeby plugging theRTpowermodel into the source code of the ISS) oroff-
line, i.e., by post-processing the statistics of the output report of the ISS.Obviously, in the
first case, the information is processed, averaged and represented instruction-by-
instruction (not cycle-by-cycle) giving an approximate figure of the instantaneous power
consumption PðtÞ. In the second case (off-line elaboration or post-processing), the power
consumption is computed at the endof the simulation time as an average value of the func-
tion PðtÞ.

The accuracy of the IL power estimation engine depends on how well the ISS infers the
correct RT-state and must be traded off with the ISS speed. Experimental results have
shown an average accuracy of approximately 5% of the IL engine with respect to the
RTL engine while the performance improvement is of four orders of magnitude. As can
be seen fromFigure 1, theRTLpower models are also embeddedwithin a functional RTL

Figure 1. The power estimation framework.
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description of the core, written inVerilog, that is used as a reference for the instruction-
level (IL) engine.

The RTL power macro-models have been characterized by either gate-level analysis
(withback-annotation of wiring capacitances extracted from layout) for synthesized mod-
ules, or by transistor-level power analysis for post-layout full-custom modules, such as
cache memorybanks andRF.All macro-models are linked to a cycle-accurateRTL simu-
lationmodelof the core throughthe standardPLI interface.Thus,RTLpower estimation is
obtained as a by-product of RTL functional simulation.

3.1. Target System Architecture

We applied our experimental framework to the scalable and customizable Lx processor
technology [17] designed for multimedia and signal processing embedded applications.
The Lx processor is a statically scheduled VLIWarchitecture designed by STMicroelec-
tronics and Hewlett-Packard supports a multi-cluster organization based on a single PC
and a unified I-cache.The single-cluster is 4-issueVLIWcore composed of four 32-bit in-
tegerALUs, two 16 � 32 multipliers, one load/store unit and one branch unit.The cluster
also includes a register file of 64 32-bit general purpose registers and an 81-bit branch reg-
ister file.The register file has 8 read ports and 4 write ports. Lx supports an in-order six-
stage pipeline and avery simple integerRISC ISA.For the first generation,the scalable Lx
architecture is planned to span from one to four clusters (i.e., from 4 to 16 issued instruc-
tions per cycle).

Lx comes with a commercial software toolchain,where no visible changes are exposed
to the programmer when the core is scaled and customized.The toolchain includes a so-
phisticated ILP compiler technology (derived from the Multiflow compiler [21]) coupled
withGNUtools and libraries.TheMultiflow compiler includesmost traditional high-level
optimization algorithms and aggressive code motion technology based on trace
scheduling.

The synthesizableRTLand thegate-level netlists of the processor corehavebeenused to
perform the power measurements of the core module.The experiments have been carried
out by using SynopsysVCS 5.2 and a set of PLI routines to elaborate toggle statistics over
the whole gate-level netlist. PowerCompiler, by Synopsys, has been used to combine the
toggle statistics with the power models of the standard cells library provided by STMicro-
electronics.

Finally, the instruction and data caches as well as the register file power models were
characterized by simulating at the transistor level the corresponding full-custom layout
descriptions with an extensive set of input patterns.

4. Power Macro-Modeling

In this section,we describe themacro-models developed to describe the powerbehaviorof
the main resources of the target system architecture, namely theVLIWcore, the RF, and
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the separated I- andD-caches.The main issues of the proposed power macro-models can
be summarized as follows:

� they are tightly related to the micro-architectural details of each system module;

� they accurately consider the processor-to-memory communication in terms of
read/write accesses to each level of the memory hierarchy;

� they can be used at both RTL and IL to estimate the power consumption.

4.1. VLIW Core Model

ForVLIWarchitectures, an instruction-level energy model should account for all possible
combinations of instructions (syllables) in a very long instruction (bundle), thus the pro-
blem complexity is OðN 2KÞ where N is the number of syllables in the ISA and K is the
number of syllables in a bundle.

The analytical energy model proposed in this section aims at reducing the complexity
of the instruction-level energy model we proposed in [19], while preserving a good level
of accuracy in the estimates with respect to energy estimates derived from gate-level
description of the core. The original power model is accurately calculated by looking
at the constituent blocks of the processor by taking into account the effects that the
single very long instruction (namely bundle) can produce on them. This level of detail
cannot be achieved by using a simple black-box instruction-level energy model such as
those presented in the literature so far. In fact, the original model decomposes the
energy contributions of a single macro-block in the energy contribution of the macro-
block functional units that work separately on each operation of the bundle. This prop-
erty, introduced as the spatial additive property, is of fundamental importance to deal
with the complexity of the IL power model for VLIW cores, which grows exponentially
with the number of possible operations in the ISA.The proposed decomposition provides
a way to create a mapping between bundles and micro-architectural functional units
involved during the simulation. This instruction-to-unit mapping is used to retrieve en-
ergy information for each unit that is elaborated together with the stall and latency in-
formation to obtain run-time power estimates.

The model proposed in [19] starts by considering a streamW composed of N very long
instructions:

W ¼ hw1; . . . ; wn�1; wn; . . . ; wNi (1)

wherewn represents the n-thvery long instruction composed ofK parallel operations car-
ried out by multiple and independent functional units working in parallel:

wn ¼ ½w1
n . . . wk

n . . . wK
n �

T (2)
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where wk
n is the k-th operation (issued on the k-th lane of the processor) of the n-th bundle

of the stream.
The power model starts from the assumption that the energy associated withwn is de-

pendent on the properties of wn (e.g., class of the instruction, data values involved in its
evaluation and so on) as well as on its execution context, i.e., the preceding instruction
wn�1 and the additional stall/latency cycles introduced during the execution of the in-
struction:

EðW Þ �
X

1� n�N

X
8 s2 S

Usð0j0Þ þ
X
8 k 2K

�sðwk
njwk

n�1Þ þ mn
s � pns � Ss þ lns � qns �Ms

" #
: (3)

Where the termUsð0j0Þ is the base energy cost that represents the energy consumed by
stage s during an execution of a bundle constituted entirely by NOPs (0 ¼ ½NOP . . . NOP�T),
�sðwk

njwk
n�1Þ is the additional energy contribution due to the change of operation on the

same lane k, mn
s (l

n
s ) is the average number of additional cycles due to a data (instruction)

cache miss during the execution of the wn in s, pns (q
n
s ) is the probability that this event

occurs, and Ss (Ms) is the energy consumption per stage of the processor modules that
are active due to a data (instruction) cache miss.

To reduce the complexity of the model expressed by equation (3), while preserving its
accuracy, some basic observations can be outlined. Although, in general, the target
VLIW processor is a pipelined processor, in some cases it could be difficult to recog-
nize within the processor database the evident structure of the pipeline and the modules
belonging to the different pipeline stages. In these cases, it could be quite difficult to
isolate the power contributions due to the different processor’s modules. This aspect
could represent a limit for the application of equation (3) but, as a matter of fact, the
model can be reduced to manage also such cases. The term

P
s Usð0j0Þ corresponds to

the power consumption of the core while it is executing NOPs and can be substituted by
the average base cost Uð0j0Þ. Besides,

P
s

P
k �sðwk

njwk
n�1Þ can be substituted by a cost

dependent only on the pair of instructions ð
P

k �ðwk
njwk

n�1ÞÞ that corresponds to the en-
ergy consumption of the core while it is executing the same pair of instructions
ðwn; wn�1Þ. Regarding instruction and data cache misses, we assume that after a tran-
sient state, the probabilities per stage (p and q) and their penalties (m and l) become
stationary and can be averaged for each instruction of the stream. So we can
assume that:

X
s

ðmn
s � pns � Ss þ lns � qns �MsÞ ! ðm � p � S þ l � q �MÞ (4)

wheremðlÞ is the average data (instruction) cachemiss length, pðqÞ is the average probabil-
ity per stage andper instruction that a data (instruction) cache miss can affectone instruc-
tion and S (M ) are the average energy consumption of the whole processor during
these events.
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The model is thus reduced to:

EðWÞ �
X

1� n�N

Uð0j0Þ þ
X
8 k 2K

�ðwk
njwk

n�1Þ þ m � p � S þ l � q �M
" #

: (5)

Note that, for a k-issueVLIWcore,the complexityof the model is quadratic with respect to
the number of operations within the instruction set ðOðK � jISAj2ÞÞ, while a black-box
model would have a complexity of OðjISAjKÞ.This leads to a reduction of the time neces-
sary to perform the characterization, since the number of experiments to be done is re-
duced exponentially.

To further reduce the complexity of the model expressed by equation (5) we assumed
that the inter-instruction effect due to the switching activity between two adjacent instruc-
tions is not as important as the one produced by stalls and misses within the core.This
assumption canbe confirmedby the analysis of theLx architecture: almost the samemod-
ules (except for function units) are involved in the execution of two different long instruc-
tions.With this assumption, the term �ðwk

njwk
n�1Þ can be rewritten as:

�ðwk
njwk

n�1Þ � �ðwk
nÞ ¼

� if wk
n 6¼ NOP

0 otherwise

(
(6)

where � is a fixed cost associated to an operation different from a NOP.The term Uð0j0Þ
becomes alsoUð0Þ.

Under these assumptions, the model of equation (5) can be rewritten as:

EðW Þ �
X

1� n�N

Uð0Þ þ �n � � þ m � p � S þ l � q �M½ � (7)

where �n is the number of syllables different from NOPs within the bundle wn. Globally,
given equation (7), the average power associatedwith the streamW can be expressed as:

PðWÞ ¼ EðWÞ
N � ð1þ m � pþ l � qÞ � Tc

(8)

where Tc is the clock period. From equation (7) we can derive the final model:

PðWÞ ¼ ð1� fS � fM Þ
ðUð0Þ þ � � �Þ

Tc
þ fS

S

Tc
þ fM

M

Tc
(9)

where Tc is the clock period, fS is the fraction of time spent by the processor stalling the
pipeline (i.e., m�p

1þm�pþl�q), fM is the fraction of time spent by the processor during an I-cache
miss (i.e., l�q

1þm�pþl�q), and � is the average number of syllables per bundle different from
NOPs. Globally, the average power is therefore linear with respect to three power
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contributions: the one-cycle-per-instruction ideal power consumption, the power due to a
pipeline stall and the power due to an I-cache miss.

4.1.1. RT-Level Model Validation

The core model hasbeen characterized bymeans of a gate-level simulationof a huge set
of programs with very different instruction and data cache miss probabilities and instruc-
tion composition. Linear regression has been applied to the data-set to achieve this goal.

Themacro-model for the core has thenbeenvalidated against gate-level simulationon a
new set of benchmarks.The agreement between predicted and measured power values is
shown in Figure 2.The plot clearly illustrates three different regions where power con-
sumption is dominated byD-cache misses, I-cache misses and ideal execution.

The power model has shown a maximum error of 10% with an RMS of 4.1%.

4.1.2. ISS Model Validation

Once the RT-level model has been validated, we can use this model to setup complex
simulations of the entire LX processor in order to validate the ISS power estimation

Figure 2. Agreement between measured Gate-Level vs. model-estimated power values for the Lx core (maxi-
mum error within�10%).
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engine. For this purpose, we used a set of common benchmarks (the same used in
Section 5) and, for each benchmark, we performed both RT-level and instruction-level
simulations.Then we compared the power consumption results as reported in Table 1,
which represents the accuracy obtained by the ISS power model compared toRTLpower
model.We can observe that the maximum error is approximately�12%while the average
error is around 0%.

4.2. Register File Model

The general problem of evaluating the power consumption of RFs has recently been ad-
dressed in [20].The paper compares variousRFdesign techniques in terms of energy con-
sumption,as a functionofarchitectural parameters suchas the numberof registers and the
number of ports.

In our work, we propose a parametric power model of a multi-ported RF: the power
behavior is linear with respect to the number of simultaneous read/write accesses per-
formed on the different ports:

PRF ¼ Pi þ
1
T

X
1� n�N

ðEr; n þ Ew; nÞ

where Pi is the RF base power cost measured when neither read nor write accesses are
performed, T is the total simulation time, Er; n (Ew; n) is the energy consumption of a read
(write) access occurred during bundle wn, and fS has been defined above.

The energy contribution Er; n is defined as:

Er; n ¼
X

1� i�Nrp

HðRRi; n; RRi; n�1Þ � Erb

where Nrp is the number of read ports of the RF, H is the Hamming distance function,
RRi; k is the data value read from the RF output port i by the k-th bundle and Erb is the
energy consumption associatedwith a single bit change on a read port.

The energy contribution Ew; n is defined as:

Ew; n ¼
X

1� i�Nwp

HðRWi; n; oldi; nÞ � Ewb

Table 1. Comparison Between Instruction-Level PowerEstimates andRTLPowerEstimates for theBenchmark
Set for the Core Processor

gauss fir1 fir2 fast dct fast idct dct idct

ISS Power [W] 0.468 0.528 0.519 0.401 0.438 0.486
RTLPower [W] 0.439 0.497 0.536 0.448 0.467 0.436
Percentage Error 6% 6% �3% �12% �7% 10%
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where Nwp is the number of write ports of the RF, H is the Hamming distance function,
RWi; n is the newdatavalue writtenby the n-thbundle on input port i, oldi; n is the previous
data value contained in the same RF location and Ewb is the energy consumption asso-
ciatedwith a single bit change on awrite port.

4.2.1. RT-Level Model Validation

Model characterization and validation has been carried out by transistor-level simula-
tion of the register file circuit extracted from layout including parasitics.The simulation
has been performed by generating a set of sequences of input vectors characterized by
different switching activity on the read andwrite ports.

The agreement between predicted and measured power values is shown in Figure 3
(maximum error of 8%,RMS of 1.75%).

4.2.2. ISS Model Validation

Similarly to the core model validation,we compared the accuracy of the RT-level and
instruction-level simulations for theRegisterFile.The results are reported inTable 2,which
represents the accuracyobtained by the ISS powermodel compared toRTLpowermodel.

Figure 3. Agreementbetweenmeasured transistor-level power values and estimatedpower values for the register
file (maximum error within�8%).
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We canobserve that themaximum error is approximately�27%while the average error is
around 4%.The maximum error can be due to the fact that the ISS does not infer the
switching activity associated with the accesses to the specific register file ports, but only
an average value depending on the type of instructions. In particular, the maximum error
found can be considered acceptable in our target system architecture since, as we can see
in Section 5,the contributionof theRegisterFile to the overall systempower ismaintained
within 5%.

4.3. Cache Model

Most published analytic cachemodels [12], dealwith relatively simple cache organizations,
and they are not suitable for modeling complex cache architectures based on multiple
SRAMmemorybanks,with a significant amountof control logic.Themulti-banked struc-
ture is dictated mainly by performance constraints, because cache access time is critical
for overall processor performance.

The modeling approach proposed in this paper is hierarchical: We first built power
macro-models for all the various types of SRAM banks contained in the caches, then we
compose these models in a single logical model that generates the correct access patterns
for every bank according to the cache organization. Composition of the atomic macro-
models in the complete cache model is trivial at theRT level, because theRTL description
of the cache subsystem does contain the behavioral description of every SRAMmodule.
Building the cache model for instruction-level simulation is not as straightforward, be-
cause the ISS simply provides cache accesses per instructions, but it does not infer any
knowledge of internal cache organization. Hence, we re-constructed the pattern of ac-
cesses to the various SRAM sub-modules in response to every type of cache access.Un-
fortunately, it is not possible to fully reconstruct SRAM access patterns from cumulative
counts, and some loss of accuracy occurs in the process.

The instruction cache is a 32Kb direct mapped architecture reported in Figure 4(a).
This topology enables the extraction of an entire bundle (4 syllables) from the cache mem-
ory in the same clock cycle, in case of an I-cache hit.Bit 14 of the address distinguishes the
twobanks and enables to activate only the bank needed, the others remaining in the sleep
state.The 32KbD-cache (shown in Figure 4(b)) is a 4-way set associative structure with a
FIFO replacement policy.Memory blocks used in theD-cache enable datawrite of 64-bit
blocks and data read of 32-bit blocks at a time.This architecture has been chosen by the
designers to increase block replacement speed by exploiting the burst access capability of
the main memory.

Table 2. Comparison Between Instruction-Level PowerEstimates andRTLPowerEstimates for theBenchmark
Set for theRegister File

gauss fir1 fir2 fast dct fast idct dct idct

ISS Power [W] 0.088 0.115 0.121 0.075 0.071 0.09
RTLPower [W] 0.089 0.098 0.115 0.087 0.09 0.09
Percentage Error �1% 15% 5% �16% �27% 0%
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Figure 4. Simplified structures of (a) I-Cache and (b) D-Cache.

(a)

(b)
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4.3.1. RTL Power Models for Caches

Themacro-models for the atomic SRAMmodules aremode-based: power consumption
depends on the mode of operation (i.e., read, write, idle). More precisely, since the
SRAMmodules are synchronous, the energy consumed in a given clock cycle is mainly a
function of themode transition between the previous and the current cycle.Thus,we char-
acterized energy as a function of the nine possible mode transitions (e.g., read�read,
read�write, etc.). For a given mode transition, energy is weakly dependent on the num-
ber of transitions on the address lines. Accounting for this dependency leads to a macro-
models with 9 � ðNaddr þ 1Þ characterization coefficients, where Naddr is the number of
address lines.Thus,we can model the energy consumed by cache moduleswith the follow-
ing equations:

Etag ¼EsNs þ
X8
n¼ 0

X
x¼ s; r;w

X
y¼ r;w

Exy½n�Nxy½n� (10)

EImem ¼EsNs þ
X10
n¼ 0

X
x¼ s; r;w

X
y¼ r;w

Exy½n�Nxy½n� (11)

EDmem ¼EsNs þ
X10
n¼ 0

X
x¼ s; r;w

Exr½n�Nxr½n� þ
X8
B¼ 0

Exw½B; n�Nxw½B; n�
( )

(12)

where Es is the energy consumed during an idle cycle for the selected module, Ns is the
numberof idle cycles during the entireRTL simulation, the parameter Exy½n� is the energy
consumed during one access operation depending on the number ½n� of bits that change,
the current cycle operation y and the access operation x, performed during the previous
cycle.

For the D-cache, EDmem contains an additional parameter ð
P8

B¼ 0 Exw½B; n�Nxw½B; n�Þ,
because the D-cache line can be written byte per byte with a bus composed of byte selec-
tion signals. In such case,the termExw½B; n�depends onboth the previous access address n
and the current byte selection B.

This type of model can be efficiently implemented into theVerilog description,with a
Look-Up Energy table. Each row of this table can be selected with an access code that
depends on the parameters x, yand n previously described.The coefficients hasbeen char-
acterized by simulating the back-annotated transistor-level netlist of the SRAMmodules
with the MACH-PA circuit simulator by Mentor Graphics. Average accuracy of the
SRAMmacro-models canbe considered satisfactory (percentage average errors arewith-
in 5%), as shown in the next sub-section.

4.3.2. RT-Level Model Validation

The scatter plotof Figure 5 represents the energy consumption evaluatedat theRT-level
compared to the energy measured withMachPA.Since an electrical simulation of the en-
tire processor is impractical, for the validation we use the same decomposition approach
used in the characterization phase.The scatter plot of Figure 5 show the agreement be-
tween theRT-level and transistor level power measurements.
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4.3.3. ISS Level Power Models for Caches

The ISS profiles the accesses to the cache resources. As the Figure 4(a) shows, the I-
cache is split into two sub blocks: bank0 ¼ fram00 . . . ram30g and bank1 ¼ fram01
. . . ram31g associated with tag modules tag0 and tag1. In the first cycle of a hit or a miss,
we have a read access on both tag0 and tag1, a read on one of the two ram sets (say ramx)
and an idle on the other rambank (say ramy). In the case of a miss the cache is refilledwith
the behavior represented in theTable 3.

Tomodel the power consumption of I-cache,we consider the average energy consumed
by the module for a given type of access. Since the ISS is instruction-accurate,we do not
have the visibility of access addresses on a cycle-by-cycle basis, as in the RTL model. For
this reason,we use the average values of associated with the given type of access (sleep,
read, write) (gathered from the LookUpEnergy table).

The power consumption in D-cache is computed in a similar fashion.The main differ-
ence is the capability to performwrites in 64bit blocks during a cache refill, and the differ-
ent topology of the architecture that is 4-way set associative. In this case, we distinguish
only between read or write accesses.The behavior of the data cache is summarized in
Table 4.

4.3.4. ISS Model Validation

Table 5 represents the accuracy obtained by the ISS power model compared with the
RTL power model.The maximum error in the estimation D-cache power consumption is
approximately 18%.This value is due to the fact that the D-cache has a very complex be-
havior compared to the I-cache and it ismore difficult to gather the parameters needed for
the model.

Figure 5. Agreement between measured transistor-level power values and estimated RT-level values for the
cache blocks.
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Table 3. TheRefill Behavior of the I-Cache

Cycle ramx ramy tagx tagy

1^33 read idle read read
34 2 bandwrite, 2 bank read idle read read
35 read idle read read
36 2 bank write, 2 bank read idle read read
37 read idle read read
38 2 bank write, 2 bank read idle read read
39 read idle read read
40 2 bank write, 2 bank read idle read read
41^45 read idle read read
46 2 bank write, 2 bank read idle read read
47 read idle read read
48 2 bank write, 2 bank read idle read read
49 read idle read read
50 2 bank write, 2 bank read idle read read
51 read idle read read
52 2 bank write, 2 bank read idle write read

Table 4. The Behavior of theD-Cache

Event Cycle Tag Bank Comment

Read hit 1 4 tags read 8 banks read
Write hit 1 4 tags read 1 banks read
Read miss 1 4 tags read 8 banks read (such as read hit)

2 4 tags read 2 banks read dirty bit extract
4 / 4 banks write (64bit switching) refill action
5 1 tag write / TAGwrite
6 4 tag read 8 bank read pending read action

Write miss 1 4 tags read /
2 4 tags read 2 banks read dirty bit extract
4 / 4 banks write (64bit switching) refill action
5 1 tag write / TAGwrite
6 4 tag read 8 bank read pending write action
7 / 1 bank write pending write action

Table 5. Comparison Between Instruction-Level PowerEstimates andRTLPowerEstimates for theBenchmark
Set for the Caches

gauss fir1 fir2 fast dct fast idct dct idct

I-cache ISS Power [W] 0.635 0.640 0.636 0.626 0.618 0.635
I-cacheRTLPower [W] 0.614 0.619 0.617 0.589 0.602 0.617
Percentage Error 3.4% 3.4% 3.1% 6.3% 2.7% 2.9%
D-cache ISS Power [W] 0.430 0.766 1.05 0.314 0.284 0.398
D-cacheRTL Power [W] 0.429 0.774 0.905 0.266 0.265 0.433
Percentage Error 0.2% �1.0 16.0% 18.0% 7.2% �8.1%
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5. Experimental Results

In this section, we show some experimental results derived with the instruction-level
power estimation engine proposed in this work.

The IL engine is based on the ISS available in Lx toolchain.TheLx ISS has been purpo-
sely modified to gather a fast estimate of the RTL status and parameters.These values are
then linked to the powermacro-models toget power estimates.The experimentshavebeen
carriedoutovera setof selectedbenchmarkapplications includingC language implemen-
tation of digital filters, discrete cosine transforms, etc., especially tuned for the Lx
processors.

Figure 6 shows the comparison results between the IL power estimates with respect to
RTL estimates based on the samemodels.For the benchmark set, the average error (ILvs.
RTL) is 5.2%, while the maximum error is 7.9%. On a SunUltra Sparc 60 at 450 MHz
(1 GBRAM), the RTL engine simulates 160 bundles per second on average,while the IL
engine simulates 1.7 millions of bundles per second on average, thus providing a speed-up
of four orders of magnitude approximately.

Figure 7 shows an example of the ISS-based static power profiling for the same bench-
marks of above. As can be seen from the figure, the power consumption associated to the
caches ismore than ahalfof the total power consumption.The contribute of theD-cache is
however highly dependent on the benchmark while the I-cache power consumption is al-
most stable.This is due to the fact that the I-cache is accessed in every cycle, evenduring an
I-cache miss,while theD-cache is not enabled during inactivity periods.

Figure 6. Comparison between Instruction-Level power estimates andRTLpower estimates for the benchmark
set. (Average Error 5.2%�Maximum Error 7.9%.)
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Figure 8 shows an example of ISS-based dynamic power profiling applied to a FIR fil-
ter.During the first 600 ns there is a high total power consumption that is due to an inten-
siveD-cache activity (in this phase the data is fetched from the memory hierarchy into the
registers).The remaining part of the plot shows a period in which the data is elaborated
and only the core, theRFand the I-cache consume power.

Figure 7. Break-outof theRTLpowercontributions due to core,RF,I-cache,andD-cache for thebenchmark set.

Figure 8. An example of ISS-based system-level dynamic power profiling capability.
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6. Conclusions

In this paper,we have presented an efficient and accurate framework for embedded core
power modeling and estimation.The method is based on a hierarchy of dynamic power
estimation engines: from the instruction-level down to the gate/transistor-level. Power
macro-models have been developed for the main components of the system: theVLIW
core, the register file, the instruction and data caches.The main goal consisted in defining
a system-level simulation framework for the dynamic profiling of the power behavior dur-
ing the software execution,providing also abreak-downof the power contributions due to
the single components of the system.The proposed approach has been applied to the Lx
family of scalable embedded VLIW processors, jointly designed by STMicroelectronics
and HP. Experimental results, carried out over a set of benchmarks for embedded multi-
media applications, have demonstrated an average accuracy of 5% of the instruction-level
estimation enginewith respect to theRTL engine,with an average speed-up of four orders
ofmagnitude.Future directions ofour work aim at defining: (i) power efficient instruction
scheduling opportunities, (ii) a more general exploration methodology to evaluate power-
performance tradeoffs of a given set of software applications running on the target plat-
form at the system-level, and (iii) techniques to optimize the software code from the power
standpoint.The last point consists in developing some poweroptimization techniques that
can decrease the average number of operation per bundle (eventually increasing the la-
tency) in order tominimize the power consumption.
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