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Over the last few years much has been published about
the principles and applications of electromagnetic waves with
large relative bandwidth, or nonsinusoidal waves for short.
The next step is the development of the technology for the
implementation of these applications. It is generally agreed that
the antennas pose the most difficult technological problem.

Henning F. Harmuth,
Antennas and Waveguides for Nonsinusoidal Waves,
New York: Academic Press, 1984, p. xi.

More than twenty years after Harmuth’s observations
on the difficulties posed by UWB antenna design and six
years after the FCC authorized ultra-wideband (UWB) sys-
tems, a variety of UWB products are nearing wide-scale
commercialization. Antenna designers and engineers have
solved the UWB antenna problem in many ways, yielding
compact antennas well suited for a variety of applications.
Unlike in previous decades when UWB antenna progress
came in fits and spurts, today there is an active and growing
community of UWB antenna designers sharing their insights
and designs at professional conferences, trade shows, and on
the pages of technical journals.

A keyword search of Google Patents for “UWB antenna”
provides quantitative data to capture these qualitative trends.
This metric is somewhat crude and may overlook certain
broadband antenna designs not explicitly labeled as “UWB.”
Similarly, this search may include UWB systems or services
that merely mention “UWB antennas.” Still, this analysis
provides an interesting look at trends and activity in the area
of UWB antennas.

Broadband and UWB antennas date back to the earliest
days of radio [1]. Harmuth and others pioneered the use of
impulse or “nonsinusoidal waves” in the 1970’s and 1980’s
[2]. The Time Domain Corporation and Multi-Spectral So
lutions, Inc., were both formed in the late 1980’s to commer-
cialize UWB technology.

The US Defense Advanced Research Projects Agency
(DARPA) sponsored a review of UWB technology in 1990
in the context of radar applications [3]. This investigation
was controversial, upholding the merit and value of UWB
technology in general, while dismissing some of the extraor-
dinary claims of novel physics made by certain UWB advo-
cates [4]. By the early 1990’s, however, terminology had
converged towards the use of the term “ultra-wideband”
or “UWB.” The first patent with the exact phrase “UWB
antenna” was filed on behalf of Hughes in 1993. Figure 1
shows the number of US Patent Applications filed in each
year during 1993-2007 containing the exact search phrase
“UWRB antenna.”

The 1990’s were an era of only modest interest in UWB
antennas, and only a few US patent applications were filed. In
1999, however, UWB became front-page news in USA Today
and elsewhere [5]. By 2000, industry leaders like the Time
Domain Corporation, Xtreme Spectrum, and others were
engaging in active lobbying of the FCC to open up spectrum
for UWB applications. Their efforts were rewarded by FCC’s
Preliminary Report and Order in 2002 [6].

A surge of UWB patents in 2000 accompanied this in-
creased commercial interest. Interest waned somewhat in
2001, followed by yet another surge in 2002 when the FCC
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FIGUre 1: UWB antenna US patent activity by year (1993-2006).
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Figure 2: Cumulative UWB antenna US patent activity by year
(1993-2006).

authorized UWB. Interest again waned in 2003 before ex-
ploding in 2004 and 2005. The pace of innovation dampened
only slightly in 2006. Patents filed in 2007 may not yet have
been published, so complete data is only available through
2006. The height of the bars in Figure 1 shows the total
number of applications filed, some of which have been issued
(dark portion) and some of which are still pending or were
abandoned after publication (light portion). Clearly the US
Patent Office is still dealing with a substantial backlog of
UWB-related patents filed in 2004-2005. Figure 2 shows a
cumulative plot of UWB antenna US patent filings.

UWB systems have opened up new dimensions of an-
tenna design. Antennas have become an organic part of
RF systems, providing filtering and other custom designed
frequency-dependent properties. The wide bandwidths of
UWB antennas present new challenges for design, simula-
tion, and modeling. Optimizing UWB antennas to meet the
demands of UWB propagation channels is similarly challeng-
ing. And as always, consumer applications demand compact
and aesthetically pleasing designs that must nevertheless per-
form. Designers are meeting these challenges by extending
the bandwidth of familiar antenna architectures like patches
and slots. Designers are also using applying familiar tech-
niques like arrays to UWB applications, as well as employing
more recent concepts like antenna spectral filtering. The time
is ripe for a special issue on UWB antennas that captures this

progress and provides insight to where UWB antenna design
will go in the future.

James Becker
Dejan Filipovic
Hans Schantz
Seong-Youp Suh
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with various feed positions. The length of the feed transmission line is a critical design parameter of these monopole antennas.
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1. INTRODUCTION

Present time is witnessing a very rapid growth of wireless
communications, for which antennas with very large band-
width are in strong demand, so that various applications
are covered with fewer or preferably with a single antenna.
It will be preferred that an antenna has bandwidth in
excess of frequency range from 800 MHz to 11 GHz or
even more, to include all the existing wireless commu-
nication systems such as AMPC800, GSM900, GSM1800,
PCS1900, WCDMA/UMTS (3G), 2.45/5.2/5.8-GHz-ISM, U-
NII, DECT, WLANSs, European Hiper LAN I, I, and UWB
(3.1-10.6 GHz) [1]. Out of all the above-mentioned wireless
systems, ultra-wide bandwidth (UWB) wireless technology
is most sought for very high-data-rate and short-range
wireless communication systems, coding for security and
low probability of interception, rejection of multipath effect,
modern radar systems, and so forth. As mentioned above,
this technology uses ultra-wide bandwidth of 7.5 GHz,
ranging from 3.1 GHz to 10.6 GHz.

Planar and printed monopole antennas are the good
candidates for use in UWB wireless technology because
of their wide impedance bandwidth and nearly omni-
directional azumuthal radiation pattern. Many shapes of
planar, also known as planar disc, monopole antennas are
reported, which yield very large bandwidth [2-8]. Some of
these reported configurations have bandwidth in excess of

that required for UWB applications [3]. But, the planar disc
configurations are not the most preferred one for these
applications, because they are generally mounted on large
ground plane, which are perpendicular to the plane of
monopole (which makes them three-dimensional structure).
Also, the large size ground plane limits the radiation
pattern to only half hemisphere. On the other hand, printed
monopole antennas (PMAs) are truly planar and have
radiation patterns similar to that of a dipole antenna.
These monopoles can be integrated with other components
on printed circuit board, have reduced size on dielectric
substrate, are without backing ground plane and are easy
to fabricate. Printed antennas, commonly fabricated on FR4
substrate, are very cost effective, which is ideally suited for
UWB technology-based low-cost systems [9-18].

In this paper, design of all the regular geometries of
PMA with various feed positions is discussed. Formulae
to calculate the lower band-edge (VSWR = 2) frequency
for all these printed monopoles are presented. For various
feed configurations, frequency-dependent design curves have
been generated for 50 Q) microstrip feed line, which yields
maximum bandwidth for a given lower band-edge frequency.
These design curves, which cover the lower band-edge
frequency of 3.1 GHz for UWB applications, are also valid
for coplanar feed lines. A systematic study is presented to
explain as to how bandwidth increases with increase in
lateral dimension of patch giving the example of an elliptical
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geometry. The theoretical study of all the configurations
has been carried out using HP high-frequency structure
simulator (HP HFSS) [19]. All these results are validated with
experiments and reported data.

2. DESIGN CONSIDERATIONS OF ANTENNAS FOR
UWB TECHNOLOGY

Some of the main features required for antennas for the
application of UWB technology are as follows.

(i) It should have bandwidth ranging from 3.1 GHz to
10.6 GHz in which reasonable efficiency and satisfac-
tory omnidirectional radiation patterns are necessary.

(ii) In this ultra-wide bandwidth, an extremely low-
emission power level should be ensured. In 2002,
the Federal Communication Commission (FCC) has
specified the emission limits of —41.3 dBm/MHz.

(iii) The antenna propagates short-pulse signal with mini-
mum distortion over the frequency range.

The first point is the most important one for antenna des-
igners, which translates into the requirement that antenna
should have impedance bandwidth ratio of 3.42 : 1 over
which VSWR < 2. Such a high impedance bandwidth is only
realised using multiresonance printed monopole antenna,
which generally exhibit high pass impedance characteristics.
For such broadband antenna, unlike single resonance tuned
dipole or monopole antennas, some special design consider-
ations have to be taken into account. Instead of resonance
or operating frequency, lower band-edge frequency and
total bandwidth achieved become the design parameters
for these printed monopole antennas. The lower band-
edge frequency depends primarily on maximum height of
the monopole, whereas bandwidth of the antenna depends
on how impedance of various modes is matched with the
microstrip or coplanar feed line. These parameters are
discussed in details for all the regular geometries of printed
monopole antennas.

3. PRINTED MONOPOLE ANTENNA DESIGN

The printed monopole antennas give very large impedance
bandwidth with reasonably good radiation pattern in azu-
muthal plane, which can be explained in the following two
ways. The printed monopole antenna can be viewed as a
special case of microstrip antenna configuration, wherein the
backing ground plane is located at infinity [7]. A patch is
fabricated on dielectric substrate (commonly FR4). Beyond
the substrate it can be assumed that a very thick air dielectric
substrate (&, = 1) exists. It makes a microstrip antenna conf-
iguration on a thick substrate with ¢, closer to unity, which
yields large bandwidth.

Alternatively, printed monopole antennas can be seen as
a vertical monopole antenna. A monopole antenna usually
consists of a vertical cylindrical wire mounted over the
ground plane, whose bandwidth increases with increase in
its diameter. A printed monopole antenna can be equated
to a cylindrical monopole antenna with large effective
diameter. This second analogy has been used to determine

Tp
— | =Y — = — =
PSMA1 PRMA1 PRMA2
— | — |
PHMA1 PTMA1
(a)
] [ [ ] [ ] ] [ ]
PCMA PEMA1 PEMA2
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[ ] [ [ ] [ ] [ ] [ |
PSMA2 PTMA2 PHMA2

FIGURE 1: Various regular-shaped PMAs with different feed config-
urations.

the lower band-edge frequency of all regular shapes of pri-
nted monopole antennas for various feed configurations.

4. LOWER BAND-EDGE FREQUENCY OF
PRINTED MONOPOLE ANTENNAS

Various regular shaped printed monopole antennas such
as printed square monopole antenna (PSMA), printed
rectangular monopole antenna (PRMA), printed hexagonal
monopole antenna (PHMA), printed triangular monopole
antenna (PTMA), printed circular monopole antenna
(PCMA), and printed elliptical monopole antenna (PEMA)
for different feed positions are shown in Figure 1. For
different feed locations, the suffix 1 or 2, as shown in
Figure 1, are put for these monopole antennas. These
antennas are generally fabricated on FR4 substrate (¢, = 4.4,
h = 0.16cm, and tand = 0.01) with backing ground plane
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removed. For patch dimensions, to cover the lower band-
edge frequency of around 900 MHz, the maximum dimen-
sion of the substrate is taken as 9 cm X 9 cm, which becomes
almost half when the lower band-edge frequency is doubled
[9]. These patches can be fed by 50 Q microstrip line or
by coplanar waveguide. For both these cases, the optimum
width of the backside ground plane in the case of microstrip
feed or coplanar ground plane is 1cm. These data are
verified through simulation for all the configurations shown
in Figure 1.

To estimate the lower band-edge frequency of printed
monopole antennas, the standard formulation given for
cylindrical monopole antenna can be used with suitable
modification [3]. The equation was worked out for the pla-
nar monopole antennas. If L is the height of the planar
monopole antenna in cm, which is taken same as that
of an equivalent cylindrical monopole, and r in cm is
the effective radius of the equivalent cylindrical monopole
antenna, which is determined by equating area of the planar
and cylindrical monopole antennas, then the lower band-
edge frequency is given as [3]

c 7.2
fL—A_(L+r+p)GHZ’ (1)
where p is the length of the 50 Q) feed line in cm. Unlike the
planar disc monopole antennas, the printed configuration
has dielectric layer on one side of the monopole. This
dielectric material increases the effective dimensions of the
monopole leading to reduction in the lower band-edge
frequency. This is also confirmed by simulation studies.
Hence, more appropriate equation for the lower band-edge
frequency is given as

7.2
fL = m GHz. (2)

With reference to various configurations in Figure 1, L and r
are calculated as follows.
If S is the side length of the PSMA, then

L=S, r= S for PSMA1,
2
S (3)
L=+/72 = —— for PSMA2.
V28, 7T or PS
For PRMA, if length = L and width = W, then
L=L, r= W for PRMAI,
2
. (4)
L=W, r=— for PRMA2.
21

For PTMA, if the side length is T, then the values of L and r
of the effective cylindrical monopole are determined for both
PTMALI and PTMA?2 as

ET U 5)

L
2 4

Similarly, for the PHMA with side length H, the L and r
values of the equivalent cylindrical monopole antenna are
obtained by equating their areas as follows:

L=-3H, r= % for PHMAL,
33 (6)
L=2H, r= v for PHMAZ2.

For PCMA with radius A, values of L and r of the equivalent
cylindrical monopole antenna are given by L = 24 and r =
A/4.

Finally, for PEMA with semimajor axis = A and
semiminor axis = B, the L and r of the effective cylindrical
monopole are determined as

for PEMAL,
(7)
for PEMA2.

ISR

As discussed earlier, PMA can be thought of as a
variation of microstrip antenna, in which the ground plane
is considered to be located at infinity. Following this analogy,
the factor k in (2) can be thought of as having similar
significance as ,/g.. For commonly used FR4 substrate with
& = 4.4 and h = 0.159 cm, the empirical value of k = 1.15
estimates lower band-edge frequency within 10%. Equation
(2) with k = 1.15 has been validated for various reported
PMA configurations. For example, a PRMA with dimension
L =30cm, W = 2.0cm, and p = 0.2cm with &, = 4.4
in [16] has measured value of f; = 1.59 GHz, whereas (2)
yields the value of 1.77 GHz. For second reported PRMA
with dimension L = 1.15cm, W = 1.2cm, and p = 0.15cm
with ¢, = 3.38, simulated f; is 4.22 GHz [17], against the
calculated value of 4.199 GHz using (2). Similarly, the values
of frequency calculated using (2) with k = 1.15 for PEMA
tally very well with measured values reported in [12, 13].
For the dimension A = 8.6mm, B = 7.31mm, and p =
0.5mm in [12], the reported measured value of frequency
is 3.17 GHz, whereas (2) yields the value of 3.206 GHz. The
reported measured value of frequency for the dimension of
A = 10mm, B = 10mm, and p = 1 mm is 2.7 GHz [13],
against the calculated value of 2.664 GHz using (2). Thus, (2)
provides starting point for the design of PMAs.

Another important parameter, which decides the lower
band-edge frequency as shown in (2), is the length of 50
Q feed line p. This feed probe length, the bottom contour
of the printed monopole patch and the ground plane, three
together form the impedance matching network at multiple
adjacent resonances of the patch simultaneously. This leads
to an increase in bandwidth. Therefore, for different bottom
shapes of the patches, the feed length p will be different.
Based on this criterion, the various regular shaped patches
have been grouped in three categories in Figure 1. In
Figure 1(a), the feed transmission line sees abrupt straight
edge of the patch shape like PSMA, PRMAs, PTMA, and
PHMA. Second category, as shown in Figure 1(b), consists
of patches like PCMA and PEMAs having smooth transition
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FiGure 2: Variation of feed length p with lower band-edge
frequency f; for PMAs shown in Figure 1(a).

between transmission line and the curved bottom of the
patch. In the third category, as shown in Figure 1(c),
transition takes place through bottom corner of the patch
and feed transmission line. The value of p, for lower band-
edge frequency with maximum bandwidth, for these three
categories has been discussed here.

To generate design data for the 50 Q) feed line length p,
for different f;, to obtain maximum bandwidth for all the
PMAs under three categories were designed using (2) for
various values of f; starting from 0.5 GHz to 3.1 GHz. This
frequency range covers lower band-edge frequency of all the
communication channels including that of UWB technology.
The value of p for each case for every printed configuration
has been optimised to obtain maximum bandwidth using
HP HEFSS software. The optimised value of p, for given f;
and maximum bandwidth, is almost same for all the five
configurations under category of Figure 1(a). These values of
p versus f, are plotted in Figure 2. For maximum bandwidth,
when f; increases from 0.5 GHz to 3.1 GHz, the value of p
decreases from 12 mm to about 0.7 mm. Though these five
configurations were optimised for maximum bandwidth, the
highest bandwidth ratio obtained was around 2.7 : 1. This
is a relatively moderate bandwidth ratio, which is attributed
to the discontinuity at the junction of a feed point, where
the feed line abruptly gets truncated by a straight base of
the PMAs. Figure 3 shows the variation of p with f; for
the second category of PMAs, which includes PCMA and
both PEMAs as shown in Figure 1(b). For this case also, as
fi increases, feed length p reduces, but magnitude of p is
an order less as compared to that of PMAs under the first
category. Here, when f; increases from 0.5 GHz to 3.1 GHz,
the value of p decreases from 1.8 mm to about 0.12 mm.
These design curves on p are validated with measurements
and reported results. The optimum value of p = 0.3 mm
reported for PCMA at f; = 2.69 GHz is exactly same as read
from Figure 3 [9]. This category of PMAs gives maximum
bandwidth. The three PMAs under third categories, that is,
vertex fed PMAs, as shown in Figure 1(c), did not exhibit
same behaviour with respect to one another. However, for

FiGUure 3: Variation of feed length p with lower band-edge
frequency f; for PCMA and PEMAs.

== lcm --- 4cm
~~~~~~ 2cm —— 5.2cm
FIGURE 4: PEMAs with 2A = 4.8 cm and 2B equal to (— - —) 1 cm,

(----)2cm, (———) 4cm, and (—) 5.2cm.

some cases, the value of p versus f; is closer to those of PMAs
under second categories than those of first categories. The
values of p as shown in Figures 2 and 3 are for the microstrip
feed which has been found exactly the same for coplanar
waveguide feed as well.

5. ULTRA-WIDE BANDWIDTH OF A PEMA

The PMA, as discussed earlier, is viewed as an equivalent
thick cylindrical monopole antenna. In the radiating metallic
patch, various higher order modes get excited. With opti-
mum feed and increased lateral dimension (i.e., larger width
of the patch) all the modes will have larger bandwidth, hence
will undergo smaller impedance variation. The shape and
size of these planar antennas can be optimised to bring in
impedance of all the modes within VSWR = 2 circle in
the Smith chart, leading to very large impedance bandwidth.
This has been demonstrated taking the example of PEMA.
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FiGURre 6: Simulated current distributions of a PEMA at 1 GHz, 3 GHz, 5 GHz, and 7 GHz.

The PEMAs were designed on FR4 substrate (e, = 4.4,
h = 0.16cm, and tané = 0.01) for f;~1.1 GHz. The value
of p for this f; as read from Figure 3 is 1 mm. The height
of the PEMA is kept fixed at 2A = 4.8 cm so that the f;
remains almost the same. To bring out the variation of input
impedance and hence the bandwidth with increased lateral
dimension of PEMA, four different values of 2B were chosen
as 1 cm, 2 cm, 4 cm, and finally 5.2 cm. These configurations
are shown in Figure 4. These four PEMAs were analysed
using HP HESS software up to the maximum frequency
range of 5 GHz. These results in the form of impedance loci
in Smith chart and corresponding return loss plots are shown
in Figure 5. It is noted from Smith chart in Figure 5(a) that
for 2B = 1cm, the PEMA behaves as a thin strip monopole
antenna, which is equivalent to thin wire monopole. Here,
impedance variation around and in between various loops,
which indicates different modes of the elliptical patch, is
large, leading to very less impedance bandwidth. As 2B
increases, the impedance variation around and in between
various modes reduces, bringing smaller loops closer to each
other yielding increased bandwidth. This effect is clearly
seen in impedance loci plots of Figures 5(b) to 5(d) for
2B = 2.0 cm to 5.2 cm. The increased bandwidth can be read
from the corresponding return loss plot of Figure 5(e). For

—_

O = N Wk UV O O

—— 1

0.6
0.5
0.4 H

Gain (dB)
Efficiency

0.2
0.1

0 3 6 9 12 15
Frequency (GHz)

— Gain
- -~ Efficiency

FIGURE 7: Variation of gain and efficiency of a PEMA with 24 =
4.8cmand 2B = 5.2 cm.

2B = 5.2 cm, all the loops curl around the centre of the Smith
chart, bringing them inside VSWR = 2 circle. This leads to
increase in bandwidth beyond 5 GHz. For the fourth case of
2A = 4.8 cm and 2B = 5.2 cm, the PEMA was analysed up to
16 GHz.

For this optimised configuration of PEMA, the simulated
surface current distributions at four frequencies are shown
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in Figure 6. Figure 6(a) shows the current distribution on
the patch near the first resonance at 1 GHz. The current
is distributed mainly along the edges and the feed point.
Along the periphery of the PEMA, there is one half-cycle
variation of current, which indicated the fundamental mode.
On the ground plane, the current is distributed mainly on
the upper edge. This explains the importance of an optimised
dimension of the ground plane. The current distribution at
3 GHz has three times more variation as that at 1 GHz. Sim-
ilarly, current distribution at 5 and 7 GHz is also shown in
Figure 6. With increase in frequency, the current distribution
has more half-cycle variations but with reduced amplitude
and confines to the outer boundaries of the patch. The gain
and efficiency of this antenna is plotted in Figure 7. The
value of gain increases linearly and then saturates, while the
efficiency decreases from 100% to approximately 80% for the
frequency range from 1 GHz to 15 GHz. The gain increases
from 1.84 dB to around 7.7 dB for the variation of frequency
from 1GHz to 6 GHz because of increase in effective area
with frequency. Later, the increase is only approximately
0.5 dB for 6 to 15 GHz because of decreased efficiency. There
is less current variation and hence impedance variation
between various modes of the PEMA, which also leads to
partial filling of nulls in the radiation pattern at higher order
modes. Therefore, in complete bandwidth, the elevation and
azumuthal radiation patterns remain qualitatively similar
to that of the cylindrical monopole antenna. At lower
frequencies, azimuthal radiation patterns are close to omni-
directional, whereas in elevation it is a figure of eight because
of the very small ground plane. At higher frequencies,
radiation patterns in both the planes remain similar to
those at lower frequencies with more variations in the
elevation plane. Moreover, these PMAs being asymmetrical
configurations in two perpendicular planes, perfect omni-

directional azumuthal radiation pattern is not achieved
and also cross-polar levels are high. Cross-polar levels are
approximately 15dB down as compared to corresponding
copolar levels at lower frequencies, which become only
around 5dB down at highest frequency of the bandwidth.
The configuration was fabricated and tested for the band-
width. Simulated and measured S;; plots are compared in
Figure 8. There is good agreement between the two plots. The
measured bandwidth is from 1.1 GHz to 13.5 GHz against the
simulated bandwidth of 1.06 GHz to 14.1 GHz.

6. CONCLUSION

Multiresonance printed monopole antennas are being used
increasingly for applications of UWB technology because of
their attractive features. Some of the design aspects of these
antennas have been discussed in this paper. A systematic
study has been presented to explain ultra-wide impedance
bandwidth obtained from an elliptical monopole antenna.
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1. INTRODUCTION

The cochannel interference and multipath effects of wireless
communication systems can be reduced by using directional
antennas [1-4]. Some of the current point-to-multipoint
systems are using horn antennas for this reason, but the horn
antennas are too bulky to be integrated with the rest of the
wireless packages and suffer high cost of fabrication. Tapered
slot antennas (notch antenna, Vivaldi antenna) have been
widely used in phased and active arrays for radar systems for
many years [5, 6]. They are good candidates for multifunc-
tion communication applications because of their stable di-
rectional patterns and consistent impedance matching over
a very broad operating frequency range without any tun-
ing elements as well as low profile and unobtrusive planar
structures. Therefore, they have been proposed for emerging
UWB wireless communications and radar applications [7—
10].

The dual elliptically tapered antipodal slot antenna (DE-
TASA) [11, 12] is a modified version of the antipodal Vivaldi
radiator [13]. It differs from the conventional antipodal Vi-
valdi antennas since the inner and outer edges of the slotline
radiator of the DETASA are elliptically tapered. The slotline
radiator is fed by a pair of parallel strip lines which are trans-
formed from a microstrip line. The variations of antipodal
Vivaldi antennas were studied both analytically and experi-

mentally [14, 15]. However, the reports hardly discuss effects
of antenna parameters on the impedance and radiation char-
acteristics of the DETASA, which is vital for an engineer to
design and optimize the antenna.

Therefore, this paper investigates the effects of major
geometrical parameters of the DETASA on the impedance
matching, gain, and radiation patterns to provide engineers
with a clear design guideline. First, Section 2 shows a design
as a reference for the following discussion. The geometry of
the DETASA as well as comparison of simulated and mea-
sured results is introduced. Then, Section 3 demonstrates the
effects of the antenna parameters on the impedance match-
ing. After that, Section 4 discusses the impact of the antenna
parameters on the radiation characteristics including gain,
cross-polarization levels, and radiation patterns in both E-
and H-planes. Finally, conclusions are drawn in the last sec-
tion.

2. ANTENNA CONFIGURATION

Consider a typical DETASA antenna shown in Figure 1. It
comprises two main parts: tapered slotline radiator and feed-
ing transition, which are usually printed on a piece of PCB.
The tapered slotline radiator shown in Figure 1(b) is config-
ured by two conducting arms which are symmetrically on
opposite sides of a substrate with respect to the y-axis. The
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F1GURE 1: Geometry of a typical DETASA: (a) overall view, (b) ta-
pered slotline radiator, and (c) feed line transition.

slot tapers of the conducting arms follow the outline of a
quarter ellipse with major axis a; and minor axis b;; the outer
tapers are also elliptically tapered, and take the profile of a

quarter ellipse with major axis a, and minor axis b,. Tapering
the outer conductor edge provides the convenience for an-
tenna feeding and additional design degrees of freedom for
optimizing antenna impedance and radiation performance.
It is known that the lower frequency limit of this type of an-
tenna is determined by the cutoff mechanism of the flare,
namely, at the lowest operating frequency, the aperture (W, )
is As/2, where A is the wavelength of the slotline [5, 11, 16].
The feeding transition is shown in Figure 1(c) where a 50-Q
microstrip line (strip width, Wy, and ground width, W) is
transformed to a parallel offset strip line (width W), offset S)
to feed the tapered slotline radiator. The strip line is linearly
tapered, while the ground plate is elliptically tapered. The
profile of the ground taper takes the outlines of two quar-
ter ellipses which are determined by major and minor axes
(af1, by), and (afy,by), respectively.

The E-plane of the DETASA shown in Figure 1 is on x-y
plane (6 = 90°), and the H-plane is on y-z plane (¢ = 90°).
The maximum radiation will be in y-direction (8 = 90°, ¢ =
90°). The parametric studies will be carried out over a fre-
quency range of 1-18 GHz, where the parameters a,, a;, W,
by, S, and W, will be considered. When a selected parame-
ter is investigated, the rest of the parameters are unchanged.
For comparison, the aperture W, of the slotline radiator is
fixed during the study to fix the lower edge of the operating
frequency range. The parametric study will be conducted by
the aid of using commercial software XFDTD [17] which is
based on FDTD method.

To validate the simulation results, a DETASA proto-
type was simulated by using the XFDTD software first; the
prototype was then fabricated and measured. The parame-
ters of the reference design are a; = 50 mm, b; = 25mm,
a;=20mm, b, = 24mm, W, = 51mm, W, = 1.86 mm,
W, =10mm, S = 0.5mm, ay; = 26 mm, a5, = 24 mm,
by = 25 mm; substrate = RO4003, thickness = 0.8128 mm,
€, = 3.38-j0.002. The simulated and measured results in
terms of return loss, gain, and radiation patterns are illus-
trated in Figures 2 and 3. It is found that the agreement is
very good. Therefore, the using of simulated results for fur-
ther parametric study is viable.

3. PARAMETRIC STUDIES: IMPEDANCE
CHARACTERISTICS

Figure 4 shows the return loss of the DETASAs with varying
side intercepts, a;—a,, of the slotline radiator. It is seen that
compared with the reference design with a; = 50 mm and a,
=20 mm, the larger side intercepts (a; = 70 mm, a, = 20 mm,
and a; = 50 mm, a, = 10 mm) degrade impedance match-
ing characteristic in particular at the lower edge of the band-
width. The smaller side intercepts (a; = 30 mm, a, = 20 mm,
and a; = 50mm, a, = 40mm) lead to the worse results
than the larger. The reason is that the small-side intercepts
bring the outer edges of the slotline radiator close to the
slot edges, which makes the conducting arms too narrow
to maintain the slotline characteristics, especially at lower
frequencies.

Figure 5 illustrates the impact of the feeding transition
on the impedance matching. Figure 5(a) shows that the
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impedance matching is slightly affected by the length of the
transition over 1-18 GHz. The similar phenomena can be
observed when changing width of the tapered ground plate,
Wy, as shown in Figure 5(b). Therefore, it is concluded that
the length of the feeding transition and the width of the
tapered ground plate have little impact on the impedance
matching of the DETASA. From impedance matching point
of view, a compact DETASA can be realizable by using a
miniaturized feeding transition.

Figure 6 shows the return loss of the DETASAs for dif-
ferent parallel offset strip lines by varying the width, W, and
the offset, S. From Figure 6(a), it is found that the effect of the
strip width to impedance matching is limited. Smaller W) is
preferable for better impedance matching at lower frequen-
cies. Figure 6(b) shows that the offset of the parallel strip line,
S, has a significant impact on the return loss of DETASA;

larger offset degrades the impedance matching a lot below
7 GHz. It suggests that smaller W, and S are adequate in DE-
TASA design for better impedance matching, especially for
lower frequencies. Furthermore, W, and S can be optimized
for specific DETASA configuration.

4. PARAMETRIC STUDIES: RADIATION
CHARACTERISTICS

In this section, we will address the impact of the geometry
parameters of the DETASA on its radiation characteristics:
gain, cross-polarization, radiation patterns including main
beam, side lobe, and back lobe levels. Note that the gain ad-
dressed in this paper is the realized gain which includes the
mismatching loss of the antenna.
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Figure 7 shows the impact of varying lengths of slot taper
and outer taper of the slotline radiator on gain and cross-
polarization levels. Figure 7(a) shows that the increase in
the length of slot taper, a;, for the fixed outer edge (a, =
20 mm) results in higher gain and cross-polarization levels
in particular at higher frequencies. The gain drops signifi-
cantly when a; is reduced to 30 mm because the narrow con-
ducting arms cause the slotline radiator to not operate well.
From Figure 7(b), we can find that the outer taper primar-
ily affects the cross-polarization levels. Larger a, offers lower
cross-polarization level. Again, the narrower conducting arm
(a1 =50 mm, a, = 40 mm) reduces the gain especially at the
frequencies higher than about 15 GHz.

As shown in Figure 8, it is found that the gain of the
DETASA is almost unaffected by the feeding transition. The
length of the tapered ground, by, has a great effect on the

cross-polarization levels of the antenna as the operating fre-
quency is higher than 5 GHz as shown in Figure 8(a) whereas
the width of the tapered ground, W, hardly affects the cross-
polarization level as can be seen in Figure 8(b).

Figure 9 shows the gain and cross-polarization levels of
the DETASAs for changing parallel offset strip lines. It is
clear that width of the strip lines, W), and offset of the strip
lines, S, have little effect on the gain. Also, W, does not affect
the cross-polarization level below 12.5 GHz but the increas-
ing W), lowers cross-polarization levels at higher frequencies.
Figure 9(b) shows that the increasing S results in lower cross-
polarization levels at higher frequencies.

In general, all cases suffer higher cross-polarization lev-
els at higher frequencies. The reason is the inherent asym-
metrical features of antipodal structures, namely, two con-
ducting arms of the DETASA are positioned at opposite sides
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of the substrate, which causes the fields in slotline to be
skew as shown in Figure 10. The skewness of the field in
the slotline is more serious in the starting area which cor-
responds to radiation at higher frequencies. In the area close
to the aperture, the separation of the conducting arms be-
come larger so that the skewness of field is brought down and
lower cross-polarization is observed at lower frequencies.
Higher cross polarization at higher frequencies is the draw-
back of the microstrip-line-fed DETASA, the effective way to
reduce cross polarization of such antenna has been reported
yet.

The characteristics of radiation patterns in E- and H-
planes are investigated in terms of the beamwidth, sidelobe,
and backlobe levels. Figure 11 compares the radiation pat-
terns of the DETASAs at 9 GHz for varying length of slot ta-
per, a;. Figures 11(a) and 11(b), respectively, show the pat-
terns in the E- and H-planes. The E-plane patterns are asym-
metrical because of the instinct of the antipodal structure.
The length of the slot taper is found to have a slight effect on
the beamwidth in the E-planes but a significant impact on
the sidelobe and backlobe levels. Figure 11(b) demonstrates
that the length of the slot taper has the largest effect on the
beamwidth, sidelobe, and backlobe levels in the H-planes.
The longer the length a; is, the narrower the main beam is.
The angular locations of the peaks and nulls of sidelobes as
well as the shape and levels of backlobes are changed as well.

It should be noted that with a; = 30 mm, the sidelobes, and
backlobes increase a lot in both E- and H-planes.

Figure 12 discusses the effects of varying length of the
outer edge, a,, on the radiation characteristics of the DE-
TASAs. Figure 12(a) shows the radiation patterns in the E-
plane. The outer taper mainly affects the sidelobe and back-
lobe of the patterns. The smaller a, leads to lower sidelobe
levels. The influences of the outer taper on H-plane patterns
are shown in Figure 12(b). Again, the outer taper has a great
effect on the sidelobe and backlobe levels of the patterns. The
angular location and the level of sidelobe as well as back-
lobe change significantly for varying a,. Therefore, the length
of outer edge, a,, can be optimized for desired sidelobe and
backlobe performance in both the E- and H-planes.

For further understanding the radiation characteristics
of the DETASA, the current distribution on the conduct-
ing arms is calculated by using IE3D [18] which is based on
moment method. Figure 13 shows the currents of two DE-
TASAs with different slotline radiator configurations. For the
DETASA which has large side intercept, a;—a, (shown in
Figure 13(a)), the currents along the edges of the slot taper
are large in quantity so they dominate the radiation of the
antenna. The currents along the outer edge are oppositely
directed and small in quantity so that they contribute less
to the radiation. However, when conducting arms becomes
very narrow, that is, the side intercept is very small (shown in
Figure 13(b)), the currents along the inner and outer edges
of the slot taper are similarly directed and almost equal in
quantity. The radiating structure does not behave as a Vi-
valdi radiator but more like a V-shaped dipole. This is the
reason of those DETASAs, which have small side intercepts,
demonstrate lower gain, higher sidelobe and backlobe levels.

Figure 14 illustrates the radiation patterns of the DE-
TASAs in the E- and H-planes for changing length of tapered
ground, by. Refer to Figure 14(a), the length of the tapered
ground has main effect on sidelobe and backlobe of the E-
plane patterns. The pattern becomes more symmetrical when
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Ficure 12: Radiation patterns of DETASAs for varying length of outer taper, a,, in (a) E-plane, (b) H-plane.

tapered ground is longer. In H-planes, no significant impact
is observed but the low backlobe is achieved for a specified
ground length, by = 25 mm.

Figure 15 presents the E-plane and H-plane patterns of
the DETASA with the width of the tapered ground, W,, vary-
ing from 11 mm to 71 mm. Again, the width of the tapered
ground affects the sidelobe and backlobe levels in the E-
planes and the backlobe levels in the H-planes. Conclusively,
a small width W, is conducive to the symmetry of E-plane
patterns.

It is concluded that the effect of the feeding transition to
the radiation patterns is limited to the sidelobe and backlobe.
As shown in Figure 13, the currents on the tapered ground
plate are small and mainly along the tapered edges. For those
feeding transitions which are longer in length, for example,
by = 60 mm or smaller in width, for example, W, = 11 mm,

the antenna structure tends to be more symmetrical with re-
spect to the y-axis; furthermore, the direction of the currents
on the ground plate tends to y-direction so that they cause
less distortion to the radiation, the antenna patterns becomes
more symmetrical in E-plane.

5. CONCLUSIONS

This paper has investigated the effects of major geometry pa-
rameters on the impedance and radiation performance of
the DETASA. The investigation was conducted to explore the
general behavioral trends of the DETASA rather than to de-
sign a specific antenna. The parametric study has been done
over 1-20 GHz band and yielded a wealth of information
which will benefit antenna engineers for their design and op-
timization of the DETASA.
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From the study, we can conclude the following points,

which can be used as a guideline for the design of the DE-
TASA.

(1) The side intercepts, a; —a,, of the slotline radiator and

separation of the parallel offset strip lines, S, have ma-
jor effects on the impedance matching characteris-
tic. Large-side intercept and small separation result in
good impedance matching especially at lower frequen-
cies. The profile of the tapered ground plate has a slight
effect on impedance matching.

(2) The length of the slot taper, a;, mainly controls the

gain of DETASA. Usually, longer slot taper offers
higher gain but results in higher cross-polarization lev-
els. The outer edge shows little impact on the gain.
The feeding transition has shown very little effect on
antenna gain but somewhat on the cross-polarization
levels

(3) The length of the slot taper, a;, has shown a significant

effect on main beam of the H-plane patterns, while
the main beam of the E-plane patterns is nearly un-
affected. The longer the slot taper is, the narrower the
H-plane beamwidth is. The length of the outer taper,
ay, has little effect on the main beam but affects the
sidelobe and backlobe levels. Therefore, it can be opti-
mized to suppress sidelobe and backlobe levels.

(4) The size of the feeding transition primarily affects the

sidelobe levels of E-plane patterns. Longer or smaller
feeding transitions offer more symmetrical radiation
patterns in E-plane.
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A novel printed monopole antenna employing a slotted-plate, which is electromagnetically coupled to the microstrip-fed planar
element, is proposed to provide notch-frequency function. This technique enables stopband characteristics with improved control,
compared to placing the slot in the microstrip-fed element. A detailed investigation of the rejectband properties has been made
for the UWB antenna. Measured data for the optimized case show the 10 dB return loss bandwidth to be 9.8 GHz (from 2.80 GHz
to 12.60 GHz) with a notchband frequency from 5.15 GHz to 5.825 GHz. Propagation measurements indicate that the electromag-
netically coupled slot provides a greater reduction in stopband gain for the three principal planes, compared to placing the slot in
the fed element. This is desirable to mitigate interference from WLAN systems. A full parametric study of the antenna is presented.
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1. INTRODUCTION

Ultrawideband (UWB) antennas have commanded increased
interest in the last 4years, due to the rapid development
of wideband wireless communication systems. The planar
monopole antenna is one of the candidate antennas pro-
posed, due to low-cost, broad bandwidth, and attractive pro-
file. These antennas have been reported with many various
shaped planar elements, such as rectangular, disc, elliptical
and triangular geometries [1-6]. Most UWB systems cur-
rently operate as Mode 1 devices, with an allocated spectrum
from 3.1 GHz to 4.8 GHz. However, as demand increases, and
the limitations in silicon technology are surpassed, the higher
bands will become more populated. For these UWB systems,
it may be necessary to provide rejection of interference from
802.11a WLAN or Unlicensed-National Information Infras-
tructure (U-NII), in the band from 5.15 GHz to 5.825 GHz.
Thus, the provision of a narrow rejectband in the UWB al-
located spectrum is desirable. Printed antennas with notch
function have recently been reported [7-9], where various
shaped narrow slots are embedded into the planar radiator
to obtain the notch-frequency function. In [7-9], either U
or H-shaped slots are embedded in the radiator element to

obtain notchband frequencies. A different approach is to use
parasitic elements which are coupled to the planar radiating
element to provide the notch function [10]. An alternative
method to provide the notch function is using a novel copla-
nar waveguide resonant cell in the CPW feedline as a narrow
stopband filter [11]. In this technique, control of the notch
bandwidth is more difficult due to the small dimensions in-
volved. The proposed antenna differs from [7-9] because the
H-slot is coupled to the planar radiator and is easier to tune.
In comparison with [10], the proposed antenna provides bet-
ter stopband rejection. Employing the filter into the antenna
geometry can provide some stopband suppression with the
advantages of low cost and zero passband insertion loss. This
can be used alone or to complement additional filter circuitry
where required.

In this paper, the notching function is provided by adding
an extra slotted plate which is electromagnetically coupled to
the microstrip-fed planar element, yielding greater stopband
rejection. It is printed on the rear side of the substrate and
provides the notch-reject function. The parameters of the
slot and the coupled-plate are analysed in terms of the notch-
frequency and bandwidth. A compact optimized UWB an-
tenna with notch-frequency function was then fabricated
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FiGUure 1: Geometry of the printed rectangular monopole antenna showing coupled element and coordinate system: (a) rear side showing
groundplane and coupled element with H-slot, (b) front side showing microstrip-fed planar monopole.

and examined both experimentally and numerically. The
measured results show that the proposed UWB antenna can
achieve good impedance bandwidth characteristics, with im-
proved control of bandnotch function.

2. NUMERICAL RESULTS FOR THE PRINTED
MONOPOLE ANTENNA WITH SLOTTED-PLATE
COUPLED TO RADIATOR-PLATE

The geometry and coordinate system for the proposed
printed monopole antenna fed by a 50 ohm microstrip line
is shown in Figure 1. It is printed on a Taconic RF35 sub-
strate with a thickness of 1.52 mm, relative permittivity of
3.5, and a loss tangent of 0.0018. The width of microstrip
feed line is fixed at 3.5 mm to achieve a 50 ohm impedance.
A rectangular plate with a length L1 and width W1 is con-
nected to the 50 ohm microstrip line. The substrate is of
length L and width Wg. The ground plane has dimensions
Lg and Wg. A section of groundplane of width W2 and
length L2 is removed in order to improve the matching and
also slightly reduces the lower-edge frequency [12]. The ra-
diator plate is separated from the groundplane by a dis-
tance Gwl. The simulation was carried out using the Finite-
Integration Time-Domain technique (CST MWS). The opti-
mized printed monopole antenna dimensions are as follows:
L =28mm, Wg=30mm, L1 =165mm, W1=12mm, L2 =
4mm, W2 =3mm, Gwl = 1.5mm, Lg = 10 mm.

To realise the proposed UWB antenna with the narrow
rejectnotch band, a rectangular element is placed on the
rear of the substrate and couples to the microstrip-fed plate.
The H-shaped slot is removed from this rear plate as shown
in Figure 1(a). The centre-frequency and width of rejected-
frequency band are mainly determined by the size of H-
shaped slot, its location in the coupled-plate, and the distance

Gw?2 between the coupled-plate and groundplane edge. The
effects of various parameters of the H-shaped slot are dis-
cussed below. In this case, the rear plate size is selected at Ls
= 12mm and Ws = 12 mm, and an appropriate H-slot is re-
moved from this plate to achieve the required function.

3. TUNING OF NOTCH FREQUENCY

A parametric study was made, and a set of design rules to
tune the notch centre-frequency and control the notch band-
width is presented.

3.1. The effect of the separation between
coupled-plate and groundplane Gw2

The separation distance Gw2 between the coupled-plate and
the groundplane was varied, and results show heavy depen-
dence of the notch bandwidth on this parameter as shown
in Figure 2. The dimensions of the H-shaped slot were Ls1 =
4mm, Wsl = 1.4mm, Ls2 = 3mm, Ws2 = 0.6 mm, and Lsc
=3 mm. It can be seen that as the separation Gw2 increases,
the rejected-frequency band becomes much narrower. How-
ever, the improvement diminishes after a point and for this
antenna requirement. In order to increase the bandwidth of
the notch, the separation distance Gw2 should be reduced.

3.2. The effect of the distance of slot from
the plate edge

The distance Lsc was varied from 3 mm to 9 mm for H-slot
dimensions of Ls] = 4 mm, Wsl = 1.4 mm, Ls2 = 3 mm, Ws2
= 0.6 mm, and Gw2 = 3 mm. The simulated results show that
only a small (0.5%) shift in notch frequency took place with
no other significant changes.



X. L. Bao and M. J. Ammann

S11 (dB)

LI I B |
01 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Frequency (GHz)
—— Gw2 = Ilmm —— Gw2 = 4mm
—0— Gw2 = 2mm —%— Gw2 = 5mm

—— Gw2 =3mm

FiGURE 2: The simulated S11 for different values of Gw2.

S11 (dB)

3 4 5 6 7
Frequency (GHz)

—o— Ls2 = 4mm

—u— [s2 = 3mm

—x— Ls2 = 2mm

FiGURrE 3: Simulated S11 showing notch dependence on Ls2.

3.3. The effect of slot dimensions Ws2 and Ls2

The slot dimensions Ws2 and Ls2, were varied, for Lsl =
4mm, Wsl = 1.5mm, Gw2 = 3mm, Lsc = 3mm, and Ls2
= 3mm. It was observed that the bandwidth and notch-
frequency show no dependence on Ws2, but that as Ls2 in-
creases, the centre-frequency is reduced the reject bandwidth
remaining constant.

Figure 3 illustrates the return loss for variation of the di-
mension Ls2 (Ws2 = 0.6 mm).

3.4. The effect of the slot length and width

The return loss curves in Figure 4 illustrate that the slot
length Ls1 has a smaller effect on notch frequency than the

S11 (dB)

3 4 5 6 7
Frequency (GHz)

—o— Lsl = 3mm
—u— [s] = 4mm
—+— Lsl = 5mm

F1GURE 4: Simulated S11 showing notch dependence on Ls1.
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--0-- Wsl = 2mm ~*- Wsl = 1.5mm

FiGure 5: Simulated S11 showing notch dependence on Wsl.

TaBLE 1: The effects of H-slot parametric variation on stopband
centre-frequency and bandwidth.

Parameters  Stopband centre-frequency  Stopband bandwidth

Ls1 Light dependence Constant
Ls2 Light dependence Constant
Wsl Heavy dependence Constant
Ws2 No dependence Constant
Lsc Light dependence Light dependence
Gw2 Light dependence Heavy dependence

parameter Ls2, (Wsl = 1.5mm), and Figure 5 shows that
the centre-frequency of the stopband shifts down as the slot
width Wsl increases. Here, Ls2 = 3mm, Ws2 = 0.6 mm,
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F1GURE 6: (a) The distribution of surface current at 3 GHz, (b) the distribution of surface current at 5.55 GHz, (c) the distribution of surface
current at 8 GHz.

Gw2 =3 mm, and Lsc = 3 mm. The notch frequency is heav- The distributions of surface current are simulated by us-
ily dependent on this parameter. The effects of H-slot para-  ing CST microwave studio software, as shown in Figures
metric variation on the reject centre-frequency and band- 6(a), 6(b), and 6(c). It is noted that surface current distribu-
width are displayed in Table 1. tions on the edges of the rectangular plate and groundplane
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are very strong. It was also observed that the surface cur-
rent distributions at the edges of the H-slot are very strong
at the notchband frequency of 5.55 GHz, but weak at other
frequencies. This is because the H-slot shape is highly reso-
nant at the notch frequency.

4. COMPARISON OF PROPOSED ANTENNA
PERFORMANCE WITH OTHER RECTANGULAR
PLANAR UWB ANTENNAS

The proposed antenna with coupled slotted plate (Figure 1,
antenna A) is now compared to two other antennas, one with

(b)

S11 (dB)

2 3 4 5 6 7 8 9 10 11 12 13 14 15

Frequency (GHz)

—o— Simulated results
—e— Measured results

FIGURE 9: Comparison of the measured and simulated S11 for the
proposed antenna.

a simple microstrip-fed rectangular monopole (antenna B,
without notch function) and the other with the slots in the
microstrip-fed element (antenna C) as shown in Figures 7(a)
and 7(b), respectively. The basic parameters were kept the
same for all 3 antennas as follows: L = 33 mm, Wg = 30 mm,
L1 =165mm, W1 = 12mm, L2 = 4mm, W2 = 3mm, Gwl
= 1.5mm, and Lg = 15mm. The same substrate was used;
Taconic RF35 with relative permittivity of 3.5 and thickness
of 1.52 mm. For the antenna with the H-shape slot in the
microstrip-fed element (Figure 7(b), antenna C), the other
optimized dimensions are Lsc = 2.25 mm, Ls] =4 mm, WsI =
2.5mm, Ls = 4 mm, and Ws = 0.3 mm. For the antenna with
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F1GURE 10: The measured S21 for the three antennas in the x, y, and
z directions.

the coupled slotted plate (Figure 1, antenna A), the H-shape
parameters are selected in Ws = 12 mm, Ls = 12 mm, Gw2 =
3mm, Lsc = 3mm, Lsl = 4mm, Wsl = 1 mm, Ls2 = 3 mm,
and Ws2 = 0.6 mm. The substrate had a width of 30 mm and
length of 28 mm in each case. The simulated results of S11 for
three antennas are shown in Figure 8. It is seen that both an-
tenna A and antenna C show a notchband between 5.15 GHz
and 5.825 GHz in the response.

Compared to the rectangular UWB, printed antenna with
the H-shaped slot in the microstrip-fed element shown as
Figure 7(b) (antenna C), this new proposed UWB antenna
is much more convenient to tune the notch frequency and
bandwidth by changing the H-slot dimensions, independent
of the other antenna dimensions. This is in contrast to tuning
the H-slot in the microstrip-fed planar element, which neces-
sitates a change in the dimensions of the planar element, thus
changing the overall S11 response, and requiring an iteration
in the design.

Also, the proposed antenna can provide a deeper drop in
notch gain.

5. MEASUREMENTS OF THE PROPOSED ANTENNA

Figure 9 presents the simulated and measured return losses
for the proposed antenna, which are in good agreement. The
measured 10 dB return loss impedance bandwidth is about
9.8 GHz from 2.80 GHz to 12.60 GHz with the narrow notch-
frequency band from 5.15 GHz to 5.825 GHz.

The S21 was measured for the three antennas in the x, ,
and z directions as illustrated in Figure 10. The illuminating
antenna was a wideband horn antenna. It is observed that the
proposed antenna has the greatest reduction in notchband
gain, therefore providing better notch rejection.

The CW gain pattern is shown in Figure 11, which is de-
termined from the directional measured transfer function.
The plots in Figures 11(a) and 11(b) illustrate the mea-
sured patterns for the XoZ and XoY, planes for the UWB fre-
quency range (from 3.1 GHz to 11 GHz), respectively. These
results show the power distributions in the 3D space against
frequency. The notch can be clearly seen. The measured
group delay for the three UWB antennas is displayed in
Figure 12, which show that the group delay is reasonably con-
stant within about 1nanosecond except for the notchband.
It shows that the antenna has low-impulse distortion and is
suitable for UWB applications.

6. CONCLUSIONS

A notch-frequency band for an UWB antenna is obtained
by employing a slotted coupled-plate. The effects of antenna
parameters on the notch bandwidth and centre frequency
are presented in detail. The measured results are in agree-
ment with the simulated results. This parametric study is
valuable in the design of wideband compact antennas with a
narrow notched-band. The novel notchband UWB antenna
provides easier tuning of the notch-frequency function and
bandwidth with good stopband rejection. Group delay and
radiation characteristics are appropriate for this application.
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1. INTRODUCTION

One of the key issues of the emerging ultra-wide band
(UWB) technology is the design of low cost compact anten-
nas.

Many researches are focused on omnidirectional anten-
nas because their wide beamwidth enables to communicate
with radio elements whatever their position is.

But directional antennas also present some interest. In
fact, on the transmitter side, even if regulation authorities
have limited the effective isotropic-radiated power (EIRP),
the use of directional antennas enables to reduce radiation
in undesired directions and thus improves power consump-
tion. On the receiver side, the antenna gain adds a few and
precious dB in the link budget.

Concerning the applications, directional antennas could
be placed on a wall or implemented in a sectorized radio
topology (radio-access point) or in a terminal using multiple
directive antennas (antenna diversity). It is also possible for
some specific applications that the user points the antenna
in the desired direction, for example, for a fast download be-
tween his terminal and a PC.

With their low thickness, conformability, compactness
and low cost, microstrip antennas are very attractive for such
applications, but they suffer from their inherently narrow
bandwidth. In order to solve this problem, a well-known

technique consists in using low permittivity and thick sub-
strate.

The extreme case is using the air as the substrate. This
solution will maximize the size of the structure. However, it
remains attractive for some applications as the antenna is still
compact.

It has been demonstrated in [1] that increasing the thick-
ness of the substrate induces an inductive effect on input
impedance which can be offset by adding a capacitance to
obtain a wide-band behavior.

Thus, the L-shaped probe proposed in [2] to feed the
patch by electromagnetic coupling enables to widen the
bandwidth. A triangular patch fed by an L-shaped probe
achieves 42% impedance bandwidth and a maximum gain of
6 dBi [3]. An F-shaped probe rectangular patch antenna with
an impedance bandwidth of 64% has also been designed in
[4] but the radiation pattern was not stable over the band-
width due to the excitation of successive radiating modes of
the patch.

In [5], we have proposed a triangular patch fed by an F-
shaped probe. This new structure has stable radiation pattern
over the impedance bandwidth of 47%, from 3.1 to 5 GHz.

In this paper, we present an improvement of this antenna
with a wider bandwidth.

We also propose an alternative solution to manufacture
the probe and the patch using metallized foam technology in
order to improve its reproducibility and reduce its cost.
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2. DESCRIPTION OF THE F-PROBE ANTENNA

The geometry of the antenna is presented in Figure 1. The F-
probe is made of a bended 0.2 mm thick metallic rectangular
strip on which a second strip has been welded. The whole is
welded to an SMA connector whose central conductor goes
through the square ground plane.

The radiating element is an isosceles triangle cut out of a
steel sheet which is electromagnetically fed by the F-probe.
The triangular shape has been chosen because it has been
demonstrated in [6] that three of the five first modes (TMj,

TM,g, and TM;;) present similar radiation pattern, polariza-
tion, and input impedance. The triangle is centered above
the ground plane and supported by a foam layer; it has been
verified to have a permittivity close to the air.

Dimensions of the structure are as follows: L, = 36 mm,
D =0.6mm, H; = 0.4mm, « = 84°, H = 149mm, H; =
10.05mm, H, = 5.6 mm, L; = 9.9mm, L, = 10.8 mm, w =
3.6 mm, horizontal strips width = 1.2 mm, ground plane size
= 67 X 67 mm, probe thickness = 0.4 mm.

The antenna has been simulated with CST Microwave
Studio software.

This optimized structure is the result of a parametric
study which has demonstrated that it is possible to generate
multiple resonances close to each other when the lengths of
the horizontal strips of the probe are slightly different.

However, a capacitance effect caused mismatching. That
is why we added an inductive effect on the probe by in-
creasing the width of the vertical strip. Finally, the optimiza-
tion has also been done on H, H,, and H; to obtain a good
impedance matching.

This new probe is different from the one presented in
[5] whose strips had all the same width and very different
lengths.

At the beginning of the study, the angle «a value was 90°.
But due to constraints concerning the length of the base of
the triangle, the value of « has been reduced to 84°.

3. RESULTS AND ANALYSIS

3.1. Frequency-domain results

The simulated and measured return loss is presented in
Figure 2. The measured bandwidth, defined for a reflec-
tion coefficient |S;;| lower than —10dB, reaches 69%



A. C. Lepage et al.

=30
—-180 —-135 -90 —45 0 45 90 135 180

— 3GHz e 5.4 GHz
— - 6.15GHz

(a)

0
=5
-10
i.‘a —15
-20
-25 - .
f \ P ./I ""\‘\ -
o ‘ ! :MJ -r' i" :_'r- "'.
a0 L\ M [ A % FAETEN
—-180 —-135 -90 —45 0 45 90 135 180
Angle (°)
— 3GHz e 5.4 GHz
— = 42GHz — - 6.15GHz

(b)

FiGure 3: Radiation pattern in the E-plane.

0 \<
-5 .
—10 feo
:\%\'—\ ’ ;"..
g 15—y LW \"'.

\\ .,
N
\
-20

-25 v

-30
—-180 —135 45 90 135 180
Angle (°)
— 3GHz e 5.4 GHz
— = 4.2GHz — - 6.15GHz

(a)

(dB)

-30
—-180 —-135 —-90 —45 0 45 90 135 180
Angle (°)
— 3GHz e 5.4 GHz
— = 4.2GHz — - 6.15GHz

(b)

FiGuRre 4: Radiation pattern in the H-plane.

(3.01-6.15 GHz). Good agreement between simulation and
measurement is observed. And it has been demonstrated that
the ground plane size has no influence on impedance match-
ing. Figure 3 presents measured radiation pattern at different
frequencies over the bandwidth in the E-plane (XZ plane)
and Figure 4 in the H-plane (YZ plane).

Main lobe direction remains very stable in the H-plane
and quite stable in the E-plane with a maximum variation of
15 degrees.

Cross-polarization level is very low in the E-plane and in
the main lobe direction of the H-plane. In the H-plane, it is

maximum (—6.7 dB) outside the main lobe for 6 = £82° at
6.15 GHz.

Measured and simulated gains in the main lobe direction
are presented in Figure 5.

Measured gain is quite stable up to 5.5 GHz and decreases
at higher frequencies. Average measured gain is 6.1 dB.

Good agreement between simulation and measurement
is observed except for highest frequencies, which requires
new measurements.

The ground plane size influence on gain has also been
studied.



International Journal of Antennas and Propagation

8
BE e NN
” 7 7 - =~ ~
~ ~
7 /
/ \
/, \
/ \
7/ \
\
6 A}
—~ \
5 VA

5
4
3

3 3.5 4 4.5 5 5.5 6

(GHz)
—— Measurement
- == Simulation

F1Gure 5: Comparison between simulated and measured gain in the
main lobe direction over the bandwidth.

10
8 ,,,‘\"\ ~~~~
o ~
- NN e,
) S N N U I S
’ \\.~ N '\/,»

P EZA BN IS I b
EE '/, \\\n ] ~'/¢—- )
E y \\ ~N ‘/// -—

2 : =

~ \\ ../
. /o
0 \\ \\‘ ..//
[N ,
\ -
A4
-2 \\ -’
NPRe
—4
0.75 1 1.25 1.5 1.75 2 2.25 2.5 2.75
Ao
--- 3GHz == 58GHz
--- 5GHz — 4.6GHz
------ 3.8 GHz --- 6.15GHz

FIGURE 6: Gain in the main lobe direction as a function of the
ground plane size at different frequencies. (A is the wavelength cor-
responding to the central frequency of the impedance bandwidth of
the antenna).

Figure 6 presents the gain in the main lobe direction (0 =
0°, ¢ = 0°) as a function of the ground plane size at different
frequencies. It can be deduced that a ground plane size of
Ao by Ao gives the smallest variation of the gain and the best
average value over the bandwidth (A is the wavelength at f =
4.58 GHz). That is why we chose this size for the prototype.

3.2. UWB specific time- and frequency-domain
analyses

Evaluation of input impedance, radiation pattern, and gain
as a function of frequency is not sufficient in case of using
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time-domain modulation schemes, for example, pulse posi-
tion modulation. The distortion of the pulse resulting from
the dispersive nature of the antenna has also to be analyzed.

For this purpose, we measured the transfer function as a
function of the angular coordinates using a reference antenna
as described in [7].

Once it is determined, it is possible to calculate the radi-
ated field.

We chose a Gaussian excitation impulse whose spectrum
is presented in Figure 7. Figure 8 presents the excitation sig-
nal and the measured and simulated radiating field in the
main lobe direction.

From Figure 8, we can observe very good agreement be-
tween simulation with CST Microwave Studio and the mea-
surement. Although we remark some distortion, it seems to
be moderate: the radiated pulse is not very different from the



A. C. Lepage et al.

400
300 i
\“\\\.
[
™
- 200 \\
L
;:Jo \ -
(=) \
~ 100 =
Oy Lo ~N
SN
N
0 v
-100
3.5 4 4.5 5 5.5 6
(GHz)

— 0=0°

=== 0=20°

-= 0 =30°

(a)

500
450 \\
400 \\\
My
350
2 \
bt e
& 300 S
) ~
o) .
250 \ o
\\\ N
J
200 —
\
\
150
100
3 35 4 45 5 55 6
(GHz)
— =0
--= 0 =20
—= 0 =30°
(b)

FiGure 9: Simulated phase of the far-field (copolarization) in the E-plane (left) and in the H-plane at different angles in the main lobe.

o
|

/\A/\ A NN AA )

s .
VV\/TV \/\/UV\J

A Al
VV\/W WY

1.4

1.6

LA,
"

(ns)

|

0.8

0.6

0.4
(GHz)

FIGURE 10: Group delay in the main lobe direction 6 = 0° between
2 and 12 GHz.

excitation signal. It is a bit larger due to the fact that the an-
tenna has filtered all frequencies outside its impedance band-
width.

Figure 9 shows the evolution of the far-field phase (copo-
larization component) over the bandwidth for different val-
ues of elevation angle in the main lobe in the E- and H-
planes. It is nearly linear which confirms low pulse distor-
tion.

In order to quantify the phase linearity, we studied the
group delay 7, defined in [8] as: 7, = —(dg/2mdf ), where ¢
is the phase and f the frequency.

Metallized layer < 7/ ////////////AZ;

Ground plane WE

7
[ 10T
FI1GURE 11: Structure of the antenna using metallized foam technol-
ogy.

FiGURE 12: Metallized foam blocks before assembly.

And the standard deviation of the group delay defined
in [8] as ogq = \/(I/Af) f{z(rg — Tg)%df, where f and f are
the boundaries of the impedance bandwidth Af and 7, is the
average group delay.

For the F-probe antenna, the standard deviation is under
250 ps over the beamwidth.
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FiGure 13: Triangular patch F-probe antenna using metallized foam
technology.

0F ~—
-10
-20
=
) ,
-30 ;
il
ii
1
—40 T
'
!
-50
3 4 5 6 7
(GHz)
== Prototypen°1
—— Prototype n°2
- -~ Simulation

FIGURE 14: Measured and simulated reflection coefficient magni-
tude [Sy; | versus frequency.

4. F-PROBE ANTENNAS USING METALLIZED
FOAM TECHNOLOGY

The F-probe triangular patch antenna presents interesting
features. But one critical issue still persists: the difficulty of
realization which is directly linked to the cost. In fact, the
manufacturing of the F-probe is a real technological issue,
especially the welding of the lower horizontal strip to the
bended strip. Moreover, the robustness of the antenna has
to be improved.

We retained an innovative solution developed at IETR
(Institut d’Electronique et des Télécommunications de
Rennes) which enables to metallize low-permittivity foam of
arbitrary geometry [9].

Thus, we realized the antenna with a quite rigid foam
whose electrical permittivity is 1.23.

Due to this new permittivity value, it has been necessary
to resize the antenna. New dimensions are as follows: L, =
32.5mm, D =0.6 mm, a = 84°, H =13.9mm, H; = 9.7 mm,
H, =53mm, L; =9.1 mm, L, =9.9mm, w = 3.25 mm, hor-

izontal strips width = 1.1 mm, ground plane size = 54 X
54 mm, metallization thickness = 0.02 mm.

The radiating patch and the F-probe are metallized on
3 different blocks of foam. (Figures 11 and 12): the triangle
is metallized on the block n°1, the upper vertical part of the
probe and the upper horizontal strip are on the block n°2 and
the lower vertical part and the lower strip are metallized on
the block n°3. As before, the ground plane is cut in a brass
sheet. The SMA connector is welded to the vertical metal-
lized part directly on the foam. The three blocks are screwed
together and also to the ground plane with 4 nylon screws.
(Figure 13).

In order to evaluate the reproducibility of the process, we
realized two prototypes.

Figure 14 presents the measurement of the magnitude of
the reflection coefficient for the two prototypes and the com-
parison with the simulation result.

First of all, results are similar for the two prototypes
which demonstrate the good reproducibility of the manufac-
turing process.

The measured bandwidth reaches 58% (3.2-5.8 GHz).

The agreement between measurement and simulation is
satisfying.

Due to space constraints, radiation patterns are not
shown but they appear to be similar to those presented in
Section 3.

Since the relative electric permittivity is 1.23, the gain
value is similar to the one of the previous design.

The next step of improvement of the manufacturing of
this antenna will be the metallization of the ground plane.

5. CONCLUSION

In this article, we have presented an optimization performed
on the F-probe triangular patch antenna. The new design
achieves an impedance bandwidth of 69% with a stable ra-
diation pattern over the bandwidth and is quite compact
(Ao X AoXx 0.22 Ap). A time domain study has also shown that
the antenna distorts the excitation pulse in a moderate way.

A solution has also been proposed for an easier realiza-
tion and a better robustness of the probe in the purpose
of minimizing manufacturing costs and improving repro-
ducibility.

At this time, this antenna is integrated in an industrial
UWRB test platform.
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1. INTRODUCTION

It is well known that multiple antenna system (MAS) offers
attractive applications in wireless communications by means
of MIMO techniques that give out high channel capacities,
by taking benefit of antenna diversity at both ends of the link.
Furthermore, ranging applications may take advantage from
MAS, through direction-of-arrival (DOA) estimation in ad-
dition to time of arrival (TOA). The same MAS principles
can be applied to UWB technologies [1], in order to improve
the link robustness or range, and exploit the high-multipath
resolution.

Usually, arrays should be compact in order to be incor-
porated in radio devices. Obviously, by reducing the single
antenna size or the inter-antennas distance, it is possible to
minimize the overall system dimension. On the other hand,
the mutual coupling also increases for closely spaced sensors,
which can detrimentally modify the system performances.
Thus, radiation, phase, and distortion characteristics of the
single radiator are altered because of the presence of other
antennas. In the case of narrow-band arrays, the theory of
active element factor accounts for mutual coupling effects,
including the possibility of scan blindness [2, 3]. In UWB
systems, these phenomena are more difficult to investigate
since the driven and the parasitic radiators act in a differ-
ent way according to the frequency. Moreover, the electrical

distance between the antennas depends on the wavelength.
Hence, the frequency dependence is an additional parameter
which introduces a supplementary complexity with respect
to the traditional narrow-band systems.

Investigations on UWB arrays [4-6], often neglect cou-
pling effects. Time-domain factor [6] frequently employed
for UWB impulse radio system should be a useful mathe-
matic tool, but it does not take into account that the sin-
gle element radiation characteristics are altered when placed
within a MAS.

Parametric studies on scan impedance and mutual
impedance in UWB arrays have been presented in literature
[7, 8]. Recently, pulse distortion introduced by interelements
interaction has been studied for a particular UWB array [9],
and a time-domain approach has been used to investigate the
pulse distortion due to the antenna coupling [10].

In this paper, we present a general method, based on the
definition of a scattering coefficient, to predict the effects of
the passive radiators within MAS. The method has the ad-
vantage to avoid the use of a full method of moments (MoM)
computation of the array.

In Section 2, we present an electrical circuit analysis of
MAS carried out in the frequency domain, by distinguish-
ing between coupling and scattering effects. Point source ap-
proximation is discussed in Section 3. In Section 4, we model
the parasitic antennas as scatters, by means of antenna cross
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section. We focus on linear and circular arrays using UWB bi-
conical antenna as simple radiator. Multiple scattering is dis-
cussed and is shown to be a second-order effect in Section 5.
In Section 6, impulse distortion due to interelements inter-
action is discussed.

2. ANELECTRICAL NETWORK ANALYSIS OF
MULTIPLE ANTENNAS SYSTEMS

The understanding of multiple antenna systems operation is
here based on electromagnetic theory and electrical networks
analysis as follows. All voltages, impedances, and currents are
frequency dependent. This dependence can not be neglected
in UWB multiple antennas. Let us consider a MAS operating
in transmission, with several source signals and impedance
loads on the antenna access port, as depicted in Figure 1. We
indicate with the index i (i = 1,2,...,N) the ith element of
the transmitting array and with r a receiving antenna.

Then, at a given frequency, the system should be de-
scribed by a (N + 1) X (N + 1) network complex matrix,
where N is the number of antennas composing the transmit-
ting MAS. For simplicity of discussion, let us consider N = 2.

E, — ZoL, Vi Zn Ziy Ziz\ (L
Ex=-ZohL | =| Vo | =20 Zyn Zs| | L. (1)
v, —Zol, Z31 Zz Z33) \Ir

Through the superposition theorem, it is clear that a voltage
V, at the receiving port can be obtained by summing the re-
ceived voltages, when V; has its nominal value and V, = 0,
and when V, has its nominal value and V; = 0. Thus, in
order to obtain V,, it is sufficient to have the knowledge of
as many complex radiation patterns as antenna ports, where
each pattern requires 1 V applied to one port, and 0V (short
circuit) on the others. The values of V; and V, are simply ob-
tained by solving the electrical network equations of the array
in transmission, given its load and source voltage conditions.

Furthermore, by neglecting couplingbetween transmit-
ting and receiving antennas, (1) can be simplified as
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FIGURE 2: (a) MAS operating in reception and (b) single antenna in
reception.

When the MAS operates in reception, the theorem of reci-
procity (see Figure 2) makes it straightforward to obtain the
received voltage over the loads of the array ports. Since the
left and right situations are reciprocal, the current in the load
of array port 1 (a) is equal to the current in the load of the
single antenna (b). The second array port and its load can be
considered to be part of a unique port big antenna. Thus, I;
in the receiving array can be obtained from the knowledge of
the array operating in transmission. Of course, what applies
to port 1 applies to port 2 as well, so that both I; and I, in
the receiving array can be computed from the complex gain
patterns in transmission. The computation of I; requires to
solve the electrical network equations to obtain the voltages
on each antenna port when array port one is fed with Ey. The
same work must be done again when E, feeds array port 2.
It is important to note here that the conventions for currents
signs should be properly defined.

Let us consider a two-antenna system with an ideal volt-
age source on port 1, a Z; load on port 2 (E, = 0), and the
receiving antenna is load with Z,. It is very easy to obtain

E = (z o b )1

1= 11 (Z22 +ZO) 1> (3)
I _( Zs1 Z3Z1n ) 1

r Z33 + Zr (Z33 + Z,») (222 + Z()) ’

The last equation means that the received signal is equal
to the sum of two terms: the first is the received signal due to
the feeding of port 1 in the presence of port 2 open circuited;
the second is the received signal due to the current excited in
port 2, due to the finite load Z; and to the impedance cou-
pling term Z),, which causes radiation by antenna 2. Coming
back to the general equations of the three-antennas system,
we have

—(Zss +Z,)-1, = Zs1-1, + Z3y- I, (4)

where Zs3 is the receiving antenna self-impedance. What is
very interesting in this expression is that it shows that the re-
ceived signal is the superposition of 2 terms: the first is due to
antenna 1 excited by a current I, in the presence of antenna 2
with port 2 open circuited, and the second is the equivalent of
that by inverting indexes 1 and 2. In other words, we can very
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rigorously compute the array effect on an excited element as
follows.

(i) Compute the radiation with one element excited and
all others open circuited.

(i) Successively compute the radiation of each other ele-
ment, in the presence of all others open circuited, due
to the current which feeds it by proximity coupling
from the first element. This current is obtained from
the electrical coupling network equation.

(iii) Compute the sum of all received signals (as many ones
as elements in the array).

Usually, an open-circuited element provides little elec-
tromagnetic perturbation on the other elements. This is due
to the fact that a little current develops in such an element
(take as an example, a quarter wavelength monopole, which
is nonresonant when open circuited). Thus, the shadowing
effect is very weak in this case. Neglecting this contribution
is the so called point source approximation [11], since only
secondary currents induced by coupling are responsible for
radiation by the neighbouring elements.

However, if the element has a large size, current can de-
velop along it, producing scattered radiation which we call
scattering or diffraction, even if it is open circuited. This ef-
fect adds to the secondary radiation due to coupling.

This approach precisely defines what is meant by scatter-
ing and what is meant by coupling.

3. ANTENNA POINT SOURCE APPROXIMATION

A nonspecific isolated antenna radiates an electric field that
can be written as follows:

- e iPr -

Eiso(ra 6) (/))f) = _]7] 2r EO(ea ¢af)

= K(f,7) Ziiso(f) Tiiso(f) - €150 (65 b, £),
(5)

where I} and Z;; represent, respectively, the current and self-
impedance at antenna port, and K is a constant depending
on the free space impedance 7, the observation distance r,
and the wave vector in free space 8. The dependence on the
frequency f is now explicit. Let us consider the N X N linear
system [V(f)] = [Z(f)][I(f)], where N is the number of
antennas in the array. By imposing that, one antenna is fed
(Vi = 1V), and other ones are terminated with their loads; it
is possible to calculate the currents developed at the ports of
each antenna. Then, the point source approximation of the
radiated field, when the ith antenna is fed and other ones are
loaded with 50 Ohms in a linear array, is

E(r,0,9, f) = K(f,1) Zi1iso(f)

N
L)+ D> L(f)ef™ D | -ei(8, ¢, £),
n=1

n#i

(6)

where A,(f) = nd- (27 f/c)det, d is the inter-antennas dis-
tance, 4 is the antennas alignment direction, and ¢ the free

d=5cm

Ficure 3: Thin dipoles (d = 50 mm): simulated expected radiation
pattern (black line) and point source approximation (blue line).

space velocity. By means of this approximation, the only in-
formation that one has to know is the radiation pattern and
return loss of the simple radiator, and the N x N impedance
matrix of the system. No explicit near field information is
needed, which has the advantage of a much simpler way
to predict the multiple antenna system behavior. In a thin
dipole MAS, the current distribution on the open-circuited
dipole, when another one is fed, is very small; thus the scat-
tering effect does not affect the radiation characteristics in
a significant way. Let us consider two thin dipoles (radius
a = 0.1 mm) resonant at 3 GHz in a linear end-fire array
configuration (d = 50mm). In Figure 3, we compare the
radiation pattern, when the second antenna is loaded with
50 Ohms (black line), calculated by the MoM, and the radia-
tion pattern obtained by point source approximation which
neglects scattering effects (blue line).

Accordingly, the point source approximation is satisfac-
tory even in case of strong mutual coupling in classical nar-
rowband systems, where dipole is commonly assumed as sin-
gle radiator.
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Let us employ a biconical omnidirectional antenna as
simple radiator in order to investigate UWB multiple anten-
nas.

This antenna is derived from a previous work on the de-
sign of an UWB antenna for channel measurements [12]. An-
tenna dimensions are 31 mm X 37 mm (diameter X height),
and its input bandwidth is 2.75-16 GHz; see Figure 4. The
inter-antennas distance d is taken with respect to the bicone’s
evolution axis.

In Figure 5, we show the azimuth radiation pattern of two
bicone antennas (d = 50 mm), one driven and the other one
loaded with 50 Ohms, together with its point source approxi-
mation. It is easy to see that the approximation does not agree
with the expected radiation pattern. This is due to the fact
that, when the first antenna is excited, the current density on
the second open-circuited antenna is stronger than that in
the dipole case, and the scattering effect is predominant over
the coupling one. By increasing the inter-antennas distance,
radiator interactions become less significant, and also scatter-

ing.

4. SINGLE SCATTERING BETWEEN RADIATORS

As seen in the previous section, predicting scattering turns
out is essential to calculate the radiation pattern of multi-
ple antennas, especially in UWB applications as the antenna
size is not negligible with respect to the wavelength. Let us
consider the same two biconical antenna arrays as above,
where open circuit conditions are imposed on the second an-
tenna port. We consider that the total radiated field is due
to the sum of two contributions: the first is the suitably de-
layed field of the excited isolated radiator; the second, which
represents the open-circuited antenna, is the same radiated
field suitably delayed and multiplied by a scattering coeffi-
cient SC(f,d,0,¢). In a two-antenna array, as depicted in
Figure 4, this results for the field radiated by the array in the
expression:

E (r,6,¢, f,d)
= Eiso(r: 9) (/))f)

. (ej(dnf/c) sin 6 cos ¢ + SC(f,d, 0, (/5) _e—j(drrf/c) sinGcosgb).
(7)

At this stage, there is no assumption as long as SC is a
free parameter. The formula is just shaped in order to envi-
sion the open-circuited antenna as a scatter, which has same
geometry and physical characteristics as a single element.
Antennas have two possible modes of scattering: the first is
the scattering due to the fact that the antenna is of a given
shape, material and size; the second because the antennas
have been designed to transmit or receive RF energy at the
relevant frequency [13]. By means of a MoM tool (Wipl-
D), it is possible to compute the antenna radar cross section
and scattered field Es by the open circuited antenna, illumi-
nated by a field Ei of a plane wave incident from the direc-
tion (0;, ¢;), where the excited radiator is located in the ar-
ray. We here limit ourselves to the main polarization, that

is, the 8-component. Once the scattered field by the open-
circuited antenna has been computed by MoM, the scatter-
ing coefficient SC can be approximated for every distance as
follows:

<L ienpoa Bs(0,¢, f)
SCf,d,9) = oo BRBTL

Thus, the scattering coefficient is approximated by a far field
computation, which is easier than a near field computation.
In Figure 6, we show the result of this SC approximation on
the computation of the azimuth radiation pattern. We ob-
serve a varying accuracy according to the frequency; never-
theless the approximation is satisfactory even at low inter-
antennas distance (d = 50 mm). Naturally, the discrepancy
increases at the higher frequencies, as the wavelength be-
comes smaller than the radiator size. Using (7) and by know-

ing the exact value of E (1,6, ¢, f,d) and Eisx(t,0, ¢, f), one
can also obtain the exact value of the SC.

Looking at the cylindrical antenna geometry, a natural
but strong approximation is to eliminate the ¢-dependency.
Averaging over the azimuth angle will introduce an in-
accuracy in evaluating the SC and consequently also on
the radiation pattern. In Figures 7 and 8, we compare the
azimuth-averaged exact value of SC with that computed
with (8). A good agreement is shown for all frequencies
and elevation angles, with the exception of the lowest fre-
quencies at the zenith (z-axis). This should in part be ex-
plained by the presence of a stronger side component of
the scattered field, which is not taken into account in the
plane wave approximation. Furthermore, it is interesting
to see that from 10 to 16 GHz the antenna presents a dif-
ferent scattering behavior in amplitude as well in phase.
This is due to the fact that an UWB antenna, even if
matched, does not present the same radiation behavior over
its full bandwidth. In particular, this bicone was designed
for channel measurement in the FCC band, that is, below
10.6 GHz [12].

Obviously, using a mean value in the azimuth depen-
dence of the SC yields an inaccuracy in the radiation pattern
computation, but it is interesting to observe (see Figure 9)
that this inaccuracy may be tolerable. In particular, when the
antennas are distant enough, the error introduced by aver-
aging can be neglected as depicted in Figure 9. This allows a
reduction of the problem complexity, and a reduction of the
number of parameters needed to describe the multiple an-
tennas behavior, which has some virtues due the large band-
width in UWB. In Figures 10 and 11, we show the expected
radiation pattern together with its scattering approximation
on two elevation planes. The SC model is less accurate on the
X-Z plane (see Figure 10) than on Y-Z plane (see Figure 11)
where the array effect is more significant.

The two antennas array presented above is a simple case
of interaction between radiators, where the parasitic element
can be easily modeled as a scatter.

Let us now consider a circular array, as depicted in
Figure 12 (radius a = 50 mm), composed by three equally
spaced bicone antennas. The driven radiator (antenna 1) is
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FiGURE 4: (a) ENSTA bicone antennas and (b) ENSTA bicone return loss.

270
(a)

F1GURE 5: Two ENSTA bicone antennas (d = 50 mm): antenna 1 is
excited; antenna 2 is 50 Ohms loaded. Simulated expected radiation
pattern (black line) and point source approximation (blue line).

placed along the y-axis, while the others are open circuited.
This is a generalization of the two bicones array presented
above. Thus, the total radiated field can be expressed as

E (r,0,¢, f,d)
= Eino(r,0,6, )

N
.(eﬂzm)asmews(wluz SCui(f,d, 0, ¢)-e/ G asin? C°S‘¢¢’">) ,

n=2
)

where ¢, represents the azimuth position of the nth radiator,
and SC,,;1 (f,d, 0, @) is the scattering coefficient calculated by
(8), but properly turned in order to take into account the
nth antenna position with respect to the fed antenna. Hence,
we consider only the scattered field by antennas 2 and 3 due
to the excitation of antenna 1. Multiple scattering between
the two open-circuited antennas is here neglected. Figure 12
shows that effectively multiple scattering should be neglected
without a significant degradation of the approximation accu-
racy.

6 GHz

180

270
(c)

FIGURE 6: Expected azimuth (X-Y plane) radiation pattern for two
antennas (solid line) and SC approximation (dashed line). Antenna
1 is excited; antenna 2 is open circuited (d = 50 mm).

5. MULTIPLE SCATTERING BETWEEN RADIATORS

Generally, by increasing the number of antennas, multiple
scattering effects have to be taken into account. However, de-
pending on the array configuration this can be assumed as a
second-order effect.

Let us consider a three bicones linear array along the x-
axis: antenna 1 is placed at x = d, antenna 2 at x = 0, and
antenna 3 at x = —d.
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FIGURE 7: Azimuth-averaged SC modulus of ENSTA bicone antenna (d = 50 mm): (a) exact computation and (b) computation by means of

scattered fields.
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FIGURE 8: Azimuth-averaged SC argument of ENSTA bicone antenna (d = 50 mm): (a) exact computation and (b) computation by means

of scattered field.

When the antenna 1 is fed, single and multiple scatterings
should be considered. According to (7) and (8), the scattered
field by antenna 2 can be computed as

Eopen21(7, 6,8, f>d) = Eiso(r, 6, ¢, £)-SCao1(f,d, 6, ),
(10)

and the scattered field by antenna 3 can be expressed as

Eopen1 (1,60, ¢, f,d)
= Eiwolr, 0,8, )+ (SCa1(f, , 0, §)-¢ /G f/sin0c0s9).

(11)
Scattering coefficients are computed according to (8):
1 a4 Es(0,¢, f)
SC ,d, 6, ~ — p—J@nf/o)2 dsi,
51(f>d,0,¢) = S e AN .

~ l *(%’tf/c)dM
Slh b 0e) d’ ] Ei(6h1,¢21, f)

In addition, multiple scattering between antenna 2 and an-
tenna 3, which are open circuited, can be expressed as

Eopen32(r) 63 ¢a f) d) = Eiso(r> 6: (p: f) 'SCZI (fa d> 0: ¢)

. (SC32(f, d,e, ¢) _e—j(zdnf/c) cos@cos¢> ,
(13)

where

1 enpoa Es0:6,f)
$C2(f,4,0,9) d° : Ei(052, 32, f) (14)

In (10), (11), and (13), electric fields are opportunely delayed
by taking into account the antenna position along the x-axis
of different antennas. According to (8), the scattering coeffi-
cientsin (12), and (14) are computed by simulating the single
antenna cross section. In the computation of a generic SCyy,
the illuminating radiated field is a plane wave, coming from
the direction (8,1, ¢mn) of the mth antenna with respect to
the nth antenna. Practically, it is the same scattering coeffi-
cient in (8), but suitably attenuated, delayed, and oriented,
in order to take into account the position of the antennas
within the array. Finally, the total radiated electric field can
be computed by means of the superposition theorem as

E (r,0,6, f,d) = Eiso(r, 0, $, f)eidnf/0sinfcos¢ s

+ Eopen 21t Eopen 31+ Eopen 32-

This expression neglects the 2nd-order scattered field by the
fed antenna due to the scattered fields by both antenna 2 and
antenna 3. In Figures 13 and 14, we show the expected radi-
ation pattern (black line) and the electric field computed by
means of (15), (blue marker) for two different inter-antennas
distance d = 5cm and d = 10 cm. The electric field agrees
quite well with the expected radiation pattern especially at
higher inter-antennas distance. However, multiple scattering
expressed in (14) is small comparing to the single scattering
terms, given that a little current distribution is developed on
open-circuited antenna 2.
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FiGURE 9: Expected azimuth (X-Y plane) radiation pattern for two
antennas (solid line); SC approximation (red line) with scattering
coefficient averaged over the azimuth angle. Antenna 1 is excited;
antenna 2 is open circuited.

Furthermore, the single scattering by antenna 3, com-
puted by means of (11) should be neglected because of the
shadowing due to the presence of antenna 2.

Consequently, the total radiated electric field can be very
simply approximated as

E (r,0,, f,d) = Eiso(r,0, ¢, f)e/@dnf/osinbcosp y p
(16)

Figures 13 and 14 validate this assumption by showing that
the radiation pattern computed by means of (16) is nearly
exactly superimposed to the radiation pattern computed by
means of (15), which takes into account all the single and
multiple scattering terms. This means that, in this case, the
three bicones array has the same behavior as the two bicones
array.

Similarly, when antenna 2 is fed, only single scattering on
antennas 1 and 3 can be taken into account. Thus, the total
radiated field can be written as

Eopen(r, 0,9, fd)
= Eicol7, 0,6, f)- (14 SCia(f, d, 0, ¢) ¢/ 2nf eI sinbcos

+ SC32(f) d, 9’ (/)) _efj(zdnf/c) sin9c0s¢) ,
(17)

where SC,(f,d, 0, ¢) and SCs,(f,d, 0, ¢) are the scattering
coefficients for antennas 1 and 3 calculated by (8), by taking
into account their position with respect to the fed antenna.
Figure 15 shows the azimuth pattern together with its SC ap-
proximation for a linear array, when the central antenna is

3GHz 0 10

d=10cm

FiGure 10: Expected radiation pattern in elevation (¢ = 0°, Z-X
plane) (black line) and SC azimuth-averaged approximation (red
line). Antenna 1 is excited; antenna 2 is open circuited.

fed and expressed in (17). Multiple scattering between two
open-circuited antennas can be neglected while preserving
the approximation accuracy.

The model taking into account single and double scatter-
ings, between two parasitic elements, can be generalized for a
nonspecific N antennas array. Thus, the radiated field by the
mth fed element, within the array, can be written as

En(r,0,¢, f,d)
= Eiso(r’ 0, ¢> f)

N N

ejam(f) + Z SCnm + Z (SCnpSCpm) ej‘sn(f)
n=1 =1
e prn

(18)

where SC,,, is the scattering coefficient between the nth
and mth antenna computed by means of (8), omitting the
(f,d,0,¢) dependence for the sake of briefness. The phase

delay 6,(f) = (2m f/c) a, o7 takes into account the position of

the nth antenna (indicated by the vector a,) in the array. As
far as double scattering can be considered as a second-order
effect, (18) can be simplified as

N
Em(r) 0; ¢)f) d):Eiso(r’ 6) ¢)f) ejam(f)"'z SCnmejan(f)

n=1
n#m

(19)
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FiGure 11: Expected radiation pattern in elevation (¢ = 90°, Z-Y
plane) (black line) and SC azimuth-averaged approximation (red
line). Antenna 1 is excited; antenna 2 is open circuited.

90 |

FiGure 12: Three-bicone circular array with feeding on antenna
1 and open-circuit on antennas 2 and 3. Expected azimuth (X-Y
plane) radiation pattern (solid line) and SC approximation (dot
line).

Therefore, once the single isolated antenna radiation and its
antenna cross section have been computed, one should eas-
ily predict the performances of a generic array. The proposed
approach is of particular interest in compact MAS design,
for which the radiation pattern distortion is stronger. On the
other hand, the proposed model is still useful in large bidi-
mensional arrays, but multiple scattering should be consid-
ered, given that mutual coupling can generate phase reso-
nance among the arrays [14].

6. PULSE DISTORTION DUE TO
INTER-ELEMENT INTERACTION

By means of time domain approach, it is possible to access
the waveform of the radiated field as a function of the an-

270 270

FiGURE 13: Three-bicone linear array (d = 5cm) with feeding on
antenna 1 and open circuit on antennas 2 and 3. Expected azimuth
(X-Y plane) radiation pattern (black line), SC approximation with
all single and multiple scattering terms (blue marker), and SC ap-
proximation with only single scattering on antenna 2 (red line).

gular coordinates. When an antenna is excited by an inci-
dent signal w(t), it radiates an electric field, whose wave-
form, e(6, ¢, ) in the (6, ¢) direction, is a distorted version
of the incident one. Distortion is due to dispersion, that is,
the frequency-dependence of the realized gain and the angu-
lar frequency-deviation of the radiation pattern. A common
feature in UWB antenna characterization is a time domain
approach with the purpose to characterize the distortion in-
troduced by the antenna. In multiple antenna systems, the
additional distortion due to the interaction between radia-
tors has to be taken into account. Even when close antennas
are open circuited, scattering effects are responsible for some
distortion, which is the time domain counterpart of the alter-
ation of the radiation pattern discussed in the previous para-
graphs. This is of practical importance in pulsed schemes,
where distortion may affect the overall system performance
by introducing inter-symbol interference.

Here, the chosen excitation signal w(¢) is a Gaussian im-
pulse with a —10dB power bandwidth of 3-10.0 GHz (see
Figure 16). Our aim is to estimate the accuracy of the SC ap-
proximation.

In Figures 17, 18, 19 we show, for different directions,
the waveform e(0, ¢,t) radiated by a biconical antenna in
a two radiators linear array when the parasitic element is
open circuited, and we compare it with the radiated wave-
form esc(6, ¢,t) computed by means of the SC. The inter-
antennas distance is 5cm. The computed waveform agrees
quite well with the expected one. A small degradation ac-
curacy is shown for the highest elevation angles and in the
end-fire direction (¢ = 180°).
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270 270

FiGure 14: Three-bicone linear array (d = 10 cm) with feeding on
antenna 1 and open circuit on antennas 2 and 3. Expected azimuth
(X-Y plane) radiation pattern (black line), and SC approximation
with all single and multiple scattering terms (blue marker), SC ap-
proximation with only single scattering on antenna 2 (red line).

Figures 17, 18, 19 show a visual agreement of the approx-
imation. Let us consider a simple pulse scheme in a simple
AWGN channel (power spectral density equal to Np). The
receiver is a classical correlator, and the reference template
pulse is ref (¢).

Since the receiver usually chooses Tmax in order to maxi-
mize SNR, then

+00 2
T |rec() | dt
SNR = J—x 1T€CW/] ab
ZyNy

(20)
[ rec(t)ref(t — Timay ) dt :

X b
VI rec() |Pde1'S |ref(r) | dt

where Z; is the load on receiving antenna, and rec(#) is the
received pulse which can be expressed as [15]

-1

0
reC(t, 9) (/)) = ?*hTX(tﬁ 9) (P)*hRX(t; 0) ¢)*W(t): (21)

where hrx(t,0,¢) and hrx(t, 0, ¢) are the transmitting im-
pulse response of the transmitting and receiving antennas,
respectively. The reference pulse is chosen to be identical
to the received pulse when two ideal isotropic antennas are
used. If we consider an ideal antenna at the transmitting side
and an array on the receiving side, we can estimate the effect

270 270 d=10cm

F1GURE 15: Three-bicone linear array with feeding on antenna 2 and
open circuit on antennas 1 and 3. Expected azimuth (X-Y plane)
radiation pattern (solid line) and SC approximation (red line).
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FIGURE 16: Excitation signal at antenna port: Gaussian impulse with
a —10 dB power bandwidth of 3-10.0 GHz.

of the SC approximation on SNR:

SNRsc(0, ¢)

SNRD(G’ ¢) B SNRexpected(9> ‘/)) ’

(22)

where SNRsc(6, ¢) and SNReypected (0, ¢) are the SNR com-
puted by using the SC approximated and the real antenna
impulse response.

As depicted in Figure 20, the difference on SNR is less
then 0.7 dB in case of low inter-antennas distance (d = 5cm)
and about 0 dB for higher antenna distances (d = 10cm, d =
20 cm).
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F1GURE 17: Expected radiated waveform (black line), SC approximation (red line) at (a) ¢ = 0° and 8 = 90°, (b) 6 = 30°.
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F1GURE 18: Expected radiated waveform (black line), SC approximation (red line) at (a) ¢ = 90° and 6 = 90°, (b) 6 = 30°.
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F1GURE 19: Expected radiated waveform (black line), SC approximation (red line) at (a) ¢ = 180° and 6 = 90°, (b) 6 = 30°.
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F1Gure 20: (a) SNRD (dB) in azimuth and (b) elevation plane. d =
5 cm (black line), 10 cm (open dots), and 20 cm (red line).

7. CONCLUSIONS

A network analysis of multiple antenna systems has been car-
ried out in order to identify the origins of inter-elements in-
teraction and model them. This approach discriminate pre-
cisely what is scattering from what is coupling. When the first
one is negligible, a point source approximation may be ap-
plied, as commonly occurs with thin dipoles. In contrast with
UWSB antennas, which generally occupy a larger volume, the
contribution to total electric field by the open-circuited el-
ements becomes more significant. Thus, scattering has been
modelled by a scattering coefficient (SC). A practical way to
obtain this SC is to illuminate the open-circuited passive
element and compute the bistatic antenna radar cross sec-
tion. This approximation neglects the incident wave curva-
ture and near field effects, but the reasonable agreement with
full computations justifies its use, given its much greater sim-
plicity. As a result, only single radiator pattern and SC are
sufficient to predict the multiple antennas performance. The
dependence on azimuth angle can further be averaged in the
bicone antennas case, without significant loss in approxima-
tion validity. This means a simplification of the problem of
inter-elements interaction, and a reduction of the number
of parameters describing the phenomena. Multiple scattering
between antennas can be considered as a second-order effect.
Furthermore, single scattering can be neglected for the most
distant radiators, especially if shadowing by a closer radia-
tor occurs. As a consequence, a three bicones linear array has
the same behavior as the two bicones array when the driven
radiator is at the extremity. More generally, scattering due
to the closest elements is the major cause of radiation pat-
tern alteration and additional distortion. Finally, additional
distortion due to inter-elements interaction has been investi-
gated. It has been shown that the SC approximation is accu-
rate enough to predict the effect of the antenna in an UWB
pulse scheme. The generality of the proposed model simpli-
fies the task of the antenna designer, who does not have to
simulate several array designs, and, consequently, time con-
suming full-MoM simulations of the whole array are not
required.
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1. INTRODUCTION

Located at the interface between the propagation media and
the electronic device, the antenna is a very important element
of any electronic equipment used either to pass information
from one place to another or for object detection and
tracking (radar systems etc.). In the last decade, a lot of
work has been done to find a proper system for landmine
detection. Among other systems, the ground penetrating
radar (GPR) is very promising because of its advantages over
other types of sensors as: no direct contact with the surface,
the possibility to detect both metallic and nonmetallic
objects, and so forth. The GPR works either in time domain
(video pulse radar) or in frequency domain (SFCW radar).
In the case of SFCW radar, the antenna system consists of
two antennas, one for transmission and the other one for
reception, which will be moved above the ground at a certain
distance (in this specific case 70 cm) to scan the ground
surface. The main parameters of radar are the range and
the resolution. The range of SFCW radar is given by the
frequency step and the resolution by the frequency range.

For landmine detection, one needs both deep penetration
and high resolution. Taking into account these requirements
and the international regulations with regards to frequency
allocation, the frequency range for SFCW radar has been
chosen from 400 MHz to 4845 MHz. The low frequency will
provide deep penetration while high frequency will give the
needed resolution. The antenna system has to comply with
these frequency range, has to have a stationary phase point
because the distance is phase embedded, and should have
no extra delays within the antenna because they will worsen
the down range resolution of the system. Moreover, because
the system is a bistatic one (one antenna for transmission
and one antenna for reception, 52 cm apart), the coupling
signal and the common footprint have to be as low as
possible to provide both dynamic range and cross-range
resolution. Several ultra wideband (UWB) antennas had
been investigated for this application and the best fit was
found for two Archimedean spirals with opposite sense of
rotation that have a low level of the leakage signal and
provide circular polarization, which is a very important
advantage in this application. However, the Archimedean
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spiral has a frequency dependent delay that will worsen
the range resolution. In order to remove the delay, two
procedures are investigated in this paper.

2. ANTENNA SYSTEM—TIME DOMAIN RESPONSE

In order to identify the delay within the antenna systems, the
two Archimedean antennas had been connected to a vector
network analyzer (VNA) set to work as an SFCW radar from
400 MHz to 4845 MHz in 128 steps (the frequency step was
35MHz). One antenna will transmit 128 frequencies and the
other will receive the reflected signals.

If a metallic plate is placed at a distance d of the antenna
system and the power transmitted by the radar is equalized
for all 128 frequencies, then the transmitted signalcan be
written like

128

u(t)= % ZAeﬂﬂfn (1)

where A is a constant. This signal propagates to the metallic
plate and is scattered back to the antenna system. The
received signal can be written as

128

(t tm Zrn Ae/?m (= t,,, (2)

128

where t;, denotes the delay due to the antenna system and
due to propagation towards the metallic plate and back; r,
includes the propagation losses as well as the reflection losses.

The delay t;, is frequency dependent because the delays
within the antenna system depend on frequency [1]. This
happens due to the principle of operation of spiral antenna,
which states that this antenna has an active part that changes
with frequency such as the ratio between the geometrical
dimension and the wavelength stays constant. The lower
frequencies have a larger delay than the higher frequencies
[2] because at lower frequencies, the currents have to
propagate a longer way before being radiated than the
currents at higher frequencies. This will lead to an increased
time response as can be seen in Figures 1-3, where three
situations are displayed.

The first one corresponds to the case when the ifft
transform is applied to a set of 128 frequencies that cover
the entire operational band of the radar and the synthesized
time response is about 9 nanoseconds. The second case is for
108 frequencies (first 20 frequencies are removed) and the
synthesized time response is around 5.5 nanoseconds. In the
third situation, the last 20 frequencies are removed and the
synthesized time response is about 8.5 nanoseconds.

The signals for the three situations are given by

128

51(t) = 128 ZrnAe-ﬂﬂfnfm (3)
for all 128 frequencies,
128
(tm Z rnAe—]Zantm (4)
108n 21
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FiGure 1: The received signals, in time domain, for 4445 MHz

frequency span (128 frequencies).
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FiGure 2: The received signals, in time domain, for 3745 MHz
frequency span (108 frequencies—first 20 removed).

for 108 frequencies (first 20 removed), and

107

(tm Z ranle” ]2nf,,tm (5)

108

for 108 frequencies (last 20 removed), where 0 < t;,, < 1/A f.

3. CALIBRATION USING AN ERROR-TERM
FLOW GRAPH

3.1. Formulation

The time response of the antenna system is drastically
increased due to different delays associated with different
frequencies (Figures 1-3). The calibration procedure should
remove this phase dispersion introduced by the antenna
system. Because the radar measures amplitude and phase,
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FIGURE 4: Error-term flow graph for one port vector network
analyzer; a and b are reflected waves.

in other words, it is a vectorial device, the calibration
procedure that is in place for vector network analyser should
be followed. A vector network analyser is calibrated by using
an error-term flow graph for the frequency signal like in
Figure 4.

The reflection coefficient r, which is a function of
frequency, can be calculated using the well-known formula

(3]

_ m — Su
$1281 — Sa2(rm — Su1)”

(6)

r

The three unknowns (Si1, Sy, and S$125;;) in (6) can
be determined by measuring the reflections from three
standards, which for vector network analyzer are: the open,
the short, and the matched load. If we are able to find the
three standards, this procedure can be used for calibration.
In order to apply this procedure to SFCW radar, let us
assume that all systematic linear errors are included in the
two-port error network. The correct reflection coefficient,
r, from an object will be given by formula (6), where S;;

represents the leakage signal and S,, depends on the radar
cross section (RCS) of the antenna and takes into account
the multiple ground bounces. The three unknowns can
be computed if three independent calibration targets are
available. According to [4], these are represented by free
space (“empty room,” r = 0), a metal plate (r = —1), and
a wire grid. The error coefficients can be derived as follows:

Si1 = Tmo»

Tmg — Tmo T rg(rmg — Tmo)
rg(rmg - rmm)

SlZSZI = _(rmg - rmo) (1 + SZZ))

, (7)

822 =

where 705 7mm> and r,,,; denote measured signals for “empty
room,” metal plate, and metal grid and rg is the exact
reflection coefficient of the metal grid. Having the error
coefficients, the reflection coefficient for any object can be
easily computed using (7).

The disadvantage of this procedure lies in the difficulty to
find the precise value of the reflection coefficient for the third
standard (wire grid). It can be found either by measurements
or by calculation. V. Mikhnev has proposed a procedure
that replaces the third standard by measuring the reflection
coefficient from the same metallic plate placed in one or
several shifted locations. If the reflectivity of the antenna
system from the free space is low (S, < 1), which is true
when the antenna system is high enough above the ground,
then the reflection coefficient of the shifted metal plate can
be written as

rop(f) = rm(u+vf +wf?) exp(—j2pI), (8)

where 7, is the reflection coefficient of the metallic plate
placed in a shifted position; 1 is the offset distance, f is the
phase propagation constant and u, v, and w are parameters
which depend on L. If S is neglected then, the real value of
the reflection coefficient can be computed using the formula
rm —Sn
r= o o )
S12811
and the unknown parameters u, v, and w can be determined
by solving the optimization problem

Z Tsp (fn) _”o(fn)

n rM(fn)_ro(fn) _(u+an+an) exp (_jzﬁﬂl) — min.

(10)

3.2. Experimental results

Having the values of the unknown parameters in (8), the
exact value of the reflection coefficient of the shifted metallic
plate can be computed. This method provides better results
if the offset distance is around a quarter of a wavelength. The
SFCW radar is an ultra wideband device; it operates from 400
to 4845 MHz so it is not possible to make measurements at a
quarter of wavelengths for all frequencies. This is why several
measurements have been made at different shifted positions
(1=97;99;102;105;109; 112; 115; 118; 122; 125; 127 cm) and



4 International Journal of Antennas and Propagation
Corrected signal using VNA method, Phase variation, r-comp. unw ph, *b-linear ph, +¢ unw Mat. fun.,
no phase comp., reference distance-97 cm %103 .r unw comp 2*zc/c,.b-unw ph.correction
-10 T T T 2 T T T T T T T T T
- Distance (cm) = 105
~20 S or
-2 r
=30
— —4 +
5 10
o -6
=]
2
E 750 - 78 r
o0
_10 -
760 L . . . . . . B . . 1
l —12 +
_70 -
—14 +
—-80 —16 1 1 1 1 L 1 1 1 1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Distance (m)

—— Taylor window SLL (dB)= —70

Figure 5: Calibrated A-scan using VNA method; reference
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FiGure 6: Calibrated A-scan using VNA method; reference
distance-97 cm, separation 127 cm.

the unknown parameters are computed following a process
of minimization of (10). The values obtained for the three
unknowns are u = 0.96888; v = 0.22 x 10"% and w = 0.

The results are presented in Figures 5 and 6. Comparing
these figures with Figure 1, it can be seen that the time
response decreases and the level of the signal just after the
ground reflection is as low as —40 dB below the main peak.
This outcome is quite important because the mines are
supposed to be in this area.

0 5 100 15 20 25 30 35 40 45 50
Frequency (MHz) x102

FiGure 7: Unwrapped phase variation for 128 frequencies (light
red: measured; dark blue: linearized; green: unwrapped with Matlab
function; light red: due to propagation; light blue: phase error).

4. CALIBRATION PROCEDURE USING
A METALLIC PLATE

The other procedure, which has been investigated, is the
single reference procedure. It supposes to use a single
reference, a metallic plate, located at a certain distance of
the antenna system [5]. In this case, the transmitted signal
is given by (1) and the received signal can be calculated
using (2). As was mentioned before, the delays within
the transmitting and the receiving antennas are frequency
dependent. In fact, this effect can be seen in Figure 7 where
the phase variation of the antenna is compared with a linear
one. The upper line represents the phase distortion. As can
be seen in Figures 1-3, there are multiple bounces so, in
order to make a proper calibration, the first reflection should
be isolated. Time domain gating can do this. In order to
decrease the side lobes level, a Kaiser window, with = 3.15,
is applied.

The received signal after down conversion at the output
of I and Q mixers will be

128

— ZrnknAe’jZ”f”"", (11)
128 =

s(t)=
where k, takes into accountthe variation of the gain along
the processing chain for each frequency (channel). If the

reference plate is located at a reference distance rr then the
two-way propagation delay t.r is given by

2
tref = tef > ( 12)

where c is the speed of light.
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FIGURE 9: A range profile before calibration (blue line) and after
calibration (red line) for a distance of 125 cm; data measured with
VNA.

The correction signal that removes the phase dispersion
within the antenna system will be

128

7Ze_j2ﬂfn(tref_tin)' (13)
128 =

Scor (trefa tin) =
This signal is displayed in Figure 8, in time domain, and it is
the mirror image of the gated signal.

The calibrated signal is obtained by multiplying, for each
frequency, the measured signal with the one given by (13).
After an ifft is applied, a calibrated range profile as in Figures
9 and 10 is got. Matched filter calibration procedure has been
employed for SFCW radar because the level of the side lobes
in the vicinity of the ground reflection is lower than for VNA.

Reflected signal-b-received signal, r-phase correction applied
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FiGure 10: A range profile before calibration (blue line) and after
calibration (red line) for a distance of 127 cm; data measured with
VNA.

5. SYSTEM CALIBRATION

The SFCW radar works in frequency domain. After down
conversion, at the output of the quadrature mixers, for each
frequency, a complex signal is obtained. The phase and
magnitude of these signals depend on the parameters of
the processing chain and among these, the balance between
I and Q channels plays a crucial role. The calibration of
SFCW radar is made in two stages. In the first stage, the
delays within the transmitter and the receiver are removed
by making a direct connection, with a known length cable,
between the two and dividing each A scan by this reference
signal.

For one frequency, the output signal s ( fi), after the first
stage, is given by

5 (fk)= Sm (fk) - Soff(fk) esznfk(lmf/v)’ (14)
Sm,ref(fk) - Soff(ﬁc)

where sof( fx) is the DC offset signal for the kth frequency,
Smref(fi) is the measured signal with a direct connection
between the transmitter and the receiver, s, (fk) is the
measured signal, [.r is the length of the cable used for direct
connection and v is the propagation velocity through the
cable. The measured data, in time domain, after applying a
Hamming window in order to decrease the side lobes level,
are presented in Figure 11.

In the second stage, the single reference procedure is
followed. To this end, a metallic plate is placed at 1.27 m
separation of the antenna system. The performances that
come out can be seen in Figures 12 and 13 where an
uncalibrated and a calibrated A scans are showed. The first
peak of the signal on Figure 13 is the coupling signal, the
second is the reflection from the ground and the next are
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FIGURE 11: A scan (range profile) after removing the DC offset and the delays within the transmitter and the receiver.
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FIGURE 13: A scan measured with SECW radar after matched filter calibration procedure is applied.
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multiple bounces so, the third peak can be used as a measure
of the RCS of the antenna system.

6. CONCLUSIONS

(1) The Archimedean spiral antenna is a very good candidate
for UWB application but it has a major drawback because
it is a dispersive system, which means that the delay within
the antenna is frequency dependent. As a result, in any
application where the shape of the pulse is important as, for
instance in radar systems, a calibration procedure to remove
the delays within the antenna system is needed.

(2) The SFCW radar works in frequency domain it
means it has a synthesized time domain pulse that defines
the downrange resolution of the system. The procedures
described in the paper should be used to calibrate the system
for the delays within the antenna system.

(3) For this application, because the landmines are
supposed to be shallowly buried, the enlargement of the time
domain response means that the reflection from the ground
surface will cover the weaker signals, which may come from
landmine. For the same reason, the level of the signal just
after the first reflection from the ground has to be as low as
possible.

(4) The three standards procedure that is used for the
vector network analyzers calibration cannot be employed
because of the difficulty to find a suitable standard besides
the “empty room” and the metallic plate. Nonetheless, an
alternative of this procedure, which supposes to replace the
third standard with the same metallic plate but placed in
a shifted position, has been analyzed. The side lobe level
obtained with this procedure is just —40 dB below the main
peak and is not enough for this application.

(5) The matched filter procedure needs a large separation
between the antenna system and the reference plate in
order to avoid the overlapping of the second reflection with
the first one. Since the side lobes level near the ground
reflection is decreased to around —50dB (Figures 9 and
10), in comparison with VNA procedures that provides only
—40 dB (Figures 5 and 6), this procedure is used for SFCW
radar calibration.

(6) The Archimedean spirals work with circular polariza-
tion, which had been proven very useful for this application
because it exhibits the shape of the detected object (the
reflected signal embeds information about both dimensions
of the object).

(7) The resolution of the SFCW radar is given by the
time response of the system. As can be seen on Figures 12
and 13, it is improved from tens of cm to cm, which is in

accordance with theoretical down range resolution given by
the bandwidth of the radar.
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